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1 Einleitung

Die Analyse von Blutflussdaten spielt eine wichtige Rolle bei der Diagno-
se von Krankheiten des kardiovaskuldren Systems und bei der Planung von
deren Behandlung. Dafiir werden zunehmend Daten mittels Phasenkontrast-
Magnetresonanz (MR) generiert, welche rdumliche und zeitliche Informationen
iiber Richtung und Magnitude der lokalen Geschwindigkeit erfassen. Obwohl
diese Technik in den letzten Jahren stets weiterentwickelt wurde, sind die
Daten weiterhin aufgrund diverser Einschrankungen nicht oder nur bedingt
fiir medizinisch relevante Aussagen betroffener Patienten verwendbar. Grund
dafiir ist die geringe zeitliche und rdumliche Aufléosung, zwischen denen tech-
nisch bedingt abgewégt werden muss.

Um das Problem zu umgehen und somit hochaufgeloste Daten zu erhalten,
werden numerische Stromungssimulationen verwendet. Gegenstand der Mes-
sung sind zumeist Gefédfle, nicht selten mit anatomischen Besonderheiten wie
Abzweigungen und Aneurysmen. Deren innere Oberfliche wird als Simulati-
onsgeometrie am Computer nachgebildet. AnschlieSend wird ein Modell fiir
die Simulation gewahlt, auf das in Kapitel [2| eingegangen wird. Dieses unter-
liegt jedoch einigen Annahmen und Vereinfachungen, sodass die Realitdt nur
bedingt abgebildet werden kann. Dadurch konnen die simulierten Daten nicht
fiir die Behandlung von Patienten herangezogen werden. Gegenstand aktueller
Forschung ist daher, sowohl gemessene als auch simulierte Daten gleicherma-
Ben zu verwenden bzw. zu kombinieren, was iiblicherweise und im Folgenden
als Datenassimilation bezeichnet wird. Die so erhaltenen Daten sollen dabei
die tatséchlich vorliegenden Bedingungen in sowohl rdumlich als auch zeit-
lich ausreichend hoher Auflésung widerspiegeln. Dies wird durch den Einsatz
von Stromungssimulationen ermoglicht. Deren Durchfithrung ist zwar zeitlich
aufwendig, jedoch steht dem eine angestrebte Reduzierung der Messdauer am
lebenden Objekt gegeniiber.

Es existieren bereits einige Ansétze zur Assimilation von Blutflussdaten,
deren Kernbestandteil beispielsweise die Steuerung von Simulationen durch
die Verwendung der gemessenen Daten ist. Diesbeziiglich wird in Kapitel 3] ein
Uberblick iiber den aktuellen Forschungsstand gegeben. Ein grundsitzliches
Problem ist weiterhin die Evaluation der Resultate aufgrund des Mangels an
grundwahren Daten. Gemessene Daten bilden zwar die Wirklichkeit ab, sind
allerdings aus genannten Griinden nicht als Referenz zu betrachten, ebenso
wenig die rein simulierten Daten. Aus diesem Grund und durch die Vielzahl
moglicher Werte ist das Parametrisieren des gewédhlten Modells kein triviales
Unterfangen. Im Rahmen dieser Arbeit wird daher der Fokus auf die Wahl und
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die Parametrisierung des Modells gelegt, um eine erste Vergleichbarkeit zu den
gemessenen Daten schaffen zu kénnen. Das so ermittelte Modell kann dann
weiterverwendet werden, um eine fortgeschrittene Assimilation durchzufiihren.

Um ein erstes Verstdndnis der Auswirkungen verschiedener Parameterkonfi-
gurationen auf den Simulationsverlauf zu erlangen, werden die simulierten Da-
ten zunédchst unabhéngig von den gemessenen Daten betrachtet. Da stetig neue
Sequenzen zur Gewinnung von Phasenkontrast-MR-Daten entwickelt werden,
wird ebenfalls untersucht, inwiefern sich Ensembles von gemessenen Daten un-
terscheiden bzw. dhneln. Der néchste Schritt ist dann die Zusammenfiihrung
der gemessenen und simulierten Ensembles. Zum Einsatz kommt dafiir eine
Ahnlichkeitsdarstellung [6], welche eine aggregierte Visualisierung der Ensem-
bles darstellt, um auf einen Blick erste Vergleiche ziehen zu konnen. Diese
konnten bereits erfolgreich auf rdumlich und zeitlich verdnderlichen Daten,
insbesondere auf physikalischen Simulationen getestet werden [4, [19]. Grund-
legend dafiir ist klassische Multidimensionale Skalierung und verschiedene Me-
triken, die unterschiedliche Stromungseigenschaften der Daten erfassen. Da
es sich um Vektorfelder handelt, werden die Uné&hnlichkeit der enthaltenen
Richtungen und deren Magnituden sowohl getrennt voneinander betrachtet
als auch in Kombination. Weitere interaktive Visualisierungen in mehreren ko-
ordinierten Ansichten geben Auskunft iiber den Ursprung der zuvor gezeigten
Ahnlichkeiten. Dies und weitere Implementierungsdetails werden in Kapitel EI
besprochen und die erstellte Anwendung zur Generierung und Analyse von
Simulationsensembles vorgestellt.

Die Implementierung erfolgt unter Verwendung von Voreen [22], ein quel-
loffenes Framework zur Volumenvisualisierung, vorgestellt in Unterkapitel [2.4]
welches um eine Simulations- und Analyseprozedur erweitert wird. Die Stro-
mungssimulationen werden dabei mit der Lattice-Boltzmann-Methode durch-
gefiihrt. Diese wird in Unterkapitel erlautert.

Die entwickelten Methoden werden in Kapitel [o| auf zwei Datensétze unter-
schiedlicher Komplexitéit angewendet und ausgewertet, welche mittels Phasen-
kontrast-MR akquiriert wurden. Zusammenfassend soll im Rahmen dieser Ar-
beit unter Verwendung von Simulationsensembles und einer Ahnlichkeitsanalyse
die Grundlage geschaffen werden, fortgeschrittene Techniken der Datenassimi-
lation durchfithren zu kénnen. Dementsprechend folgt abschliefend ein Aus-

blick in Kapitel 6]
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In diesem Kapitel werden zum Versténdnis der Methodiken und Ergebnisse
notwendige Grundlagen vorgestellt. Dabei wird auf die Technik zur Akquirie-
rung der Daten, sowie auf die Lattice-Boltzmann-Methode und deren Parame-
trisierung eingegangen. Zum Zweck des Vergleichs von simulierten und gemes-
senen Daten wird die klassische Multidimensionale Skalierung erldutert. Da
die Implementierung mithilfe des Voreen-Frameworks wesentlicher Bestandteil
dieser Arbeit ist, wird es dazu ebenfalls eine Einfithrung geben, was zudem die
Weiterentwicklung erleichtern soll.

2.1 Phasenkontrast-Magnetresonanz

Die zum Zeitpunkt und Zweck der Arbeit vorliegenden Daten wurden mit-
tels Phasenkontrast-Magnetresonanz (MR) von der Arbeitsgruppe Magnetre-
sonanz am Institut fiir Medizinische Mikrobiologie der Universitét Jena gene-
riert. Bei dieser Bildgebungstechnik fiihrt das eingesetzte Magnetfeld zu einer
gemeinsamen Ausrichtung der Protonen der Wasserstoffatome, sowohl in den
Gefiflen als auch im umliegenden, stationiren Gewebe. Uber das Hauptma-
gnetfeld gelegte, bipolare Magnetfeldgradienten fithren dann zu einer positi-
onsabhéngigen Phasenverschiebung der Protonen. Diese fillt durch das flie-
Bende Blut stiarker innerhalb von Geféflen aus als im stationdren Gewebe. Die
gemessene Phasenverschiebung hédngt dabei unmittelbar von der Geschwin-
digkeit des Blutes ab und fiihrt so in den Geféflen zu einer hohen gemessenen
Signalstéirke. Bedingt durch den technischen Fortschritt im Bereich der Magne-
tresonanzbildgebung existieren heute mehrere Auspragungen der Messtechnik.
2D-Phasenkontrast-MR wird im klinischen Umfeld bereits genutzt, um Blut-
fluss in einer 2D-Ebene zu messen, welche vor der Messung ausgerichtet wird.
Eine quantitative Analyse der gewonnenen Daten durch das Auswerten der
Flussraten, -geschwindigkeiten sowie dem gepumpten Blut pro Herzschlag er-
leichtert die Einschétzung der Herzfunktionen. Die Berechnungen sind jedoch
stark von der zuvor gewéhlten Ausrichtung der Ebene abhingig [15]. Eine
Erweiterung stellt daher die 3D- bzw. 4D-Phasenkontrast-MR. dar, wobei in
dadurch generierten Datenséitzen fiir jede von drei orthogonalen Richtungen
entsprechend der Auflésung Bilder der Phasen und Magnituden vorliegen. In
zuletzt genannter Technik sind diese zudem zeitlich aufgelost, sodass fiir jeden
diskreten Zeitschritt ein 3D-Datensatz vorliegt, womit meist ein vollstdndiger
Herzzyklus abgebildet wird. Die Daten werden dabei letztlich durch das Mit-
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teln mehrerer Herzzyklen gewonnen, welche durch ein Navigatorsignal synchro-
nisiert werden. Die Phasenbilder werden dabei aus den Phasenunterschieden
jeder Raumrichtung berechnet, von denen jedes den Geschwindigkeitsanteil der
jeweiligen Richtung enthélt. Dafiir muss ein Parameter V,,,. festgelegt werden,
der die hochste erwartete Stromungsgeschwindigkeit je Richtung spezifiziert.
Je hoher dieser Parameter gewihlt wird, desto grofer ist der Kontrastverlust,
weshalb in der Praxis zwischen der korrekten Detektion hoher Geschwindig-
keiten und hohem Kontrast abgewégt werden muss. Die zuvor erwéhnten, bi-
polaren Magnetfeldgradienten werden dann so angepasst, dass die maximale
Phasenverschiebung der V,,. entspricht. Aus den Phasenbildern wird dann ein
dreidimensionales, volumetrisches Vektorfeld der Geschwindigkeiten rekonstru-
iert. Diese enthalten auf einem regelméfligen Gitter angeordnete Messpunkte,
deren Anzahl fiir jede Dimension im Folgenden durch d= (dy,dy,d,) definiert
sei. Der Abstand der Messpunkte in der physikalischen Doméne ist also nicht
notwendigerweise fiir jede Dimension dieselbe, jedoch innerhalb jeder Dimen-
sion konstant und wird als Spacing § = (s, Sy, S,) definiert. Ferner wird der
physikalische Abstand des ersten Messpunkts zum Ursprung des Koordina-
tensystems als Offset 6 = (0,4, 0y, 0,) bezeichnet. Jeder Messpunkt enthélt die
lokale, gerichtete Geschwindigkeit i, sowie deren Magnituden || in mms™?.
Da zwischen umliegenden Datenpunkten linear interpoliert oder der néchste
benachbarte Datenpunkt verwendet werden kann, lassen sich die Daten als
Funktionen auffassen. Damit seien die Geschwindigkeit @ und Magnitude ||
durch

i R® — R3 bzw. @] : R* = R (2.1)

innerhalb der Doméne [0, 0y, 0;] X [05 + Sz - dy, 0y + S dyy, 0, + 5, - d,] definiert.

Bei der Rekonstruktion kann es mitunter zu Phasenumkehrungen|l] kommen,
wenn Vi, zu niedrig gewédhlt wurde. Geschwindigkeiten, deren Magnitude
grofer ist als durch den Parameter spezifiziert, werden dann auf die ande-
re Seite des Wertebereichs abgebildet. Es existieren allerdings Algorithmen,
um derartige Artefakte bis zu einem gewissen Grad zu kompensieren [I5].
Die Aufnahmen der Magnituden werden anatomische Bilder genannt und ent-
halten die ungerichtete Stromungsgeschwindigkeit. Sie sind weniger anfillig
gegen unkorreliertes Rauschen als die Phasenbilder, weshalb diese verwendet
werden, um beispielsweise Segmentierungen durchzufiithren [15]. Diese Informa-
tion wird ferner fiir die Implementierung in Kapitel [4] von Bedeutung sein. Bei
den beschriebenen Messungen, wie auch im Allgemeinen, wird unterschieden
zwischen solchen am lebenden Objekt (in-vivo) und an sogenannten Phanto-
men (in-vitro). Fiir zu behandelnde Patienten bzw. das Abbilden tatséchlichen
Blutflusses sind Messungen am lebenden Objekt unabdingbar. Fiir Forschungs-
zwecke ist dies jedoch meist zu teuer und aufwendig, bzw. ethisch fraglich,
wenn Tiere als Messobjekt dienen. So wurden beispielsweise Mause fiir zwei
der dieser Arbeit vorliegenden Datenséitze etwa 60 Minuten narkotisiert und

!Phasenumkehrungen: von engl. phase-wraps
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der Messprozedur unterzogen [2]. An diesem Punkt werden Phantome einge-
setzt, insbesondere um neue Analysemethoden zu erforschen, ohne auf Mess-
daten verzichten zu miissen. Dabei kann es sich um abstrakte Gebilde han-
deln, wie etwa um einen Zylinder aus Acrylglas mit verschiedenen Einsétzen
zur Untersuchung deren Stromungsbeeinflussung. Einen Kompromiss zwischen
in-vivo und in-vitro Messungen kénnen dagegen Nachbildungen tatséchlicher
GefiBe und GefiaBstrukturen wie Aneurysmen darstellen. Diese werden am
Computer anhand von Vorbildern modelliert und mit dem 3D-Drucker erstellt.
Das Modell kann dann mit verschiedenen Materialien (Latex-Gel, Fliissiglatex)
nachgeformt werden, um flexible Eigenschaften der GefaBwande nachzuemp-
finden. Dies spiegelt jedoch nur bedingt die tatsédchlichen Verhéltnisse wider,
da das umliegende Gewebe ebenfalls einen Einfluss auf die Bewegung der
Gefafiwénde hat, bzw. deren Eigenschaften nicht perfekt nachgebildet wer-
den kénnen. Uberdies wird aus mehreren Griinden Wasser als Fliissigkeit fiir
die in-vitro Messungen verwendet, anstatt menschliches Blut. Dabei wird so-
wohl einfaches Tafelwasser, als auch destilliertes Wasser, gemischt mit Gly-
cerin, Natriumiodid und Natriumthiosulfat verwendet, um Eigenschaften des
menschlichen Bluts nachzuempfinden [25].

2.2 Numerische Stromungssimulationen

Numerische Stromungssimulationen finden in vielen Bereichen mit den unter-
schiedlichsten Fluiden Verwendung, sei es im biomedizinischen Bereich, in der
Industrie oder gar im Sport [27]. Sie sind notwendig zu Losung der meisten
Stromungsprobleme, da diese mit analytischen Methoden aufgrund der Kom-
plexitiat der Randbedingungen nur sehr aufwendig oder gar nicht mehr 16sbar
sind. Grundlage fiir numerische Stromungssimulationen ist stets ein physi-
kalisches Modell, welches fiir die Implementierung diskretisiert wird. In der
Stromungsmechanik werden Fluide als makroskopische Phénomene betrach-
tet. Zwar wird das betrachtete Fluid als eine Menge von infinitesimalen Flui-
delementen verstanden, diese sind jedoch noch immer weit grofler als die ent-
haltenen Molekiile bzw. deren Abstéinde voneinander. Fiir jedes Fluidelement
innerhalb eines Gesamtvolumens V' wird eine Dichte p, der Druck p und ei-
ne Geschwindigkeit ¢ definiert. Unter Annahme eines nicht komprimierbaren
Fluides, als welches Fliissigkeiten meist ndherungsweise angenommen werden
koénnen, gilt p = const und es kann die inkompressible Navier-Stokes-Gleichung
durch

pi = —Vp+ AT+ F (2.2)

angegeben werden. Hierbei ist A = V - V der Laplace-Operator und v die
partielle Ableitung der Geschwindigkeit des Fluidelements nach der Zeit. Die
Gleichung enthélt neben dem Einfluss externer Krifte F , wie etwa die Gra-
vitation, noch die Scherviskositdt 7. Um diesen makroskopischen Ansatz in
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einer Simulation zu verwenden, miissen aufwendig Laplace-Gleichungen fiir je-
den diskreten Zeitschritt gelost werden [24]. Bei einem mikroskopischen Ansatz
sind dagegen die kleinsten Partikel eines Fluides Gegenstand der Betrachtung.
Es miissen also die verschiedensten Wechselwirkungen zwischen Molekiilen be-
trachtet werden und daraus noch die notwendigen Informationen wie etwa
der Druck abgeleitet werden. Dies stellt nicht zuletzt aufgrund der riesigen
erforderlichen Menge von Partikeln oft keine sinnvolle Moglichkeit fiir eine
durch Ressourcen begrenzte Computersimulation dar. Zwischen den beiden
Skalen liegt die mesoskopische Betrachtung. Dafiir werden mehrere Partikel
als Einheit angenommen und deren gemeinsames Verhalten betrachtet. Die-
se Idee wird durch die Boltzmann-Gleichung aufgegriffen und in der Lattice-
Boltzmann-Methode (LBM) implementiert. Die LBM vereint die Vorteile der
mikro- und makroskopischen Betrachtung: sie lasst sich auf beliebig komplexe
Simulationsdoménen anwenden und bildet wichtige Stromungsmerkmale wie
Inkompressibilitat und turbulente Stromungen ab. Vielmehr kann die Navier-
Stokes-Gleichung unter gewissen Bedingungen aus der Boltzmann-Gleichung
abgeleitet werden [24]. Wie bei jedem numerischen Verfahren muss auch bei
der LBM von Ungenauigkeiten in der Berechnung ausgegangen werden, die
von der Parametrisierung des Modells abhéngig sind. Darauf wird in Unterka-
pitel eingegangen. Beziiglich der Viskositét wird ferner zwischen newton-
schen und nicht-newtonschen Fluiden unterschieden. Bei Blut handelt es sich
um ein nicht-newtonsches Fluid, d. h. die Viskositét, also die Zahfliissigkeit,
héngt von der auf das Fluid ausgeiibten Kraft ab und ist insbesondere nicht
konstant. Im Prinzip geniigt kein Fluid exakt der Definition von newtonschen
Fluiden, dennoch wird Wasser unter Normalbedingungen als ein solches an-
genommen. Selbst Blut geniigt weitestgehend der Physik newtonscher Fluide
und wird in der Literatur und im Folgenden als ein solches modelliert [23].

2.2.1 Die Boltzmann-Gleichung

Grundlage fiir die LBM ist die Boltzmann-Gleichung, deren Herleitung nun
folgt. Fundamental fiir diesen mesoskopischen Ansatz ist eine Verteilungsfunk-
tion f(&,,t), da Partikel Gegenstand der Betrachtung sind. Sie kann als ei-
ne Verallgemeinerung der Dichte p(Z,t) angesehen werden, welche ebenfalls
die mikroskopische Partikelgeschwindigkeit ¢ beriicksichtigt. Im Gegensatz zu
p(Z,t), welche die Massendichte im physikalischen Raum angibt, reprisentiert
f(#,0,t) zusdtzlich die Massendichte im Geschwindigkeitsraum. Sie gibt al-
so die Dichte aller Partikel an Position ¥ zur Zeit ¢ mit Geschwindigkeit o/
an [18]. Wird von kriftefreien Gaspartikeln in einem sonst leeren aber be-
grenzten Raum ausgegangen, kann angenommen werden, dass sich nach aus-
reichender Zeit eine bestimmte, als konstant anzunehmende Verteilung der
Gaspartikel bzw. Molekiile eingestellt hat. Das System befindet sich also im
Gleichgewicht, weshalb die daraus resultierende Verteilung f(Z,v,t) auch
Gleichgewichtsverteilung genannt wird. Die Funktionswerte der Verteilung sind
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zu diesem Zeitpunkt nicht notwendig fiir das weitere Verstandnis und werden
daher als gegeben angenommen. Nun kann betrachtet werden, wie sich die
Verteilungsfunktion f(Z,v,t) iiber die Zeit entwickelt. Bildet man das totale
Differential in Bezug zur Zeit t so erhélt man

df af\dt of \ dzg af \ dvg,

B A ) 2.

di <8t)dt+<8xa @t \ov, ) dt (2:3)
Das « denotiert dabei einen festen aber beliebigen Index aller vektoriellen
Groflen, also beispielsweise z, € {2, 2y, 2.} und wird verwendet, da sich die
so implizierten Gleichungen anderweitig nicht unterscheiden. Die rechte Seite

kann mit % =1, dg—f = v, und d;]—t" = Lo weiter vereinfacht werden zu

p

of aof  F, of
97 L, 2L L Ea 08 o p), 2.4
ot v 0z, + p 0v, (£) (24)
Dies ist die Boltzmann-Gleichung, wobei Q(f) = % die iibliche Notation
fir totale Differentiale darstellt [I§]. Fiir kraftefreie Systeme, also F, = 0,
vereinfacht sich die Gleichung weiter zu

of of
A+l — o) (2.5
Zwar ist bei den Messungen immer auch die Gravitation als duflere Kraft vor-
handen, die Kréfte sind jedoch vernachléssigbar klein in Relation zu den hohen
Geschwindigkeiten der Fliissigkeit, welche die sehr kleinen Phantome in kur-
zer Zeit durchstromt. Ebenfalls existiert kein Temperaturgradient, der einen
relevanten Effekt haben koénnte.

Gleichung kann nun als Advektionsgleichung verstanden werden. Die lin-
ke Seite beschreibt die Verdnderung der Partikelverteilung in Abhéngigkeit der
Geschwindigkeiten ihrer Partikel und die rechte Seite die lokale Neuverteilung
aufgrund von Kollisionen der Partikel. Aus diesem Grund wird der Term Q(f)
auch Kollisionsoperator genannt. Kollisionen innerhalb der betrachteten Ska-
lierung geniigen der Newtonschen Mechanik und erhalten Masse, Impuls, sowie
die Gesamtenergie und innere Energie [18].

In der LBM wird iiblicherweise der BKG-Kollisionsoperatoiff] verwendet. Die-

ser ist gegeben durch
1
) = ——(f ~ 1) (26)
und beinhaltet die Relaxationszeit 7 von der gegenwiértigen Verteilung f zur
Gleichgewichtsverteilung f?. Dies ist zugleich der simpelste Operator, der die
oben genannten Groflen erhélt. Die Wahl der Relaxationszeit 7 spielt fiir die
Stabilitit und Genauigkeit von Simulationen eine grofie Rolle und wird in

Abschnitt erlautert. Der Operator wurde mit dem Smagorinsky-Modell

2BKG: benannt nach seinen Erfindern, Bhatnagar-Gross—Krook
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verbessert, sodass turbulente Stromungen auch bei geringen Auflésungen sta-
bil simuliert werden konnen, welches somit auch fiir diese Arbeit verwendet
wird [16], 26]. Dabei wird aus der molekularen Relaxationszeit 7 und einer tur-
bulenten Komponente eine effektive Relaxationszeit zusammengesetzt. Fiir de-
ren Berechnung muss ein Parameter, die sogenannte Smagorinsky-Konstante,
festgelegt werden.

Abbildung 2.1: Das D3Q19-Schema [16]. Die umliegenden Zellen in Pfeilrichtung
werden fiir den Informationsaustausch verwendet.

2.2.2 Die Lattice-Boltzmann-Methode
In der Lattice-Boltzmann-Methode (LBM) werden Gleichung und Zu-

nachst vereint zu
af of 1

T 27)

Ferner wird die Simulationsdoméne durch ein uniformes, regelméfliges Gitter
mit Spacing Ax diskretisiert. Die so entstehenden Einheiten des diskretisierten
Raumes werden als Zellen bezeichnet. Diese miissen nun fiir den Austausch
an Informationen, also Partikeln und deren Eigenschaften, in Beziehung zu-
einander gesetzt werden. Die iibliche Nomenklatur zur Charakterisierung der
Beziehungen ist dabei Dn@Qm, wobei n € {1,2,3} die Anzahl der Dimensionen
angibt. Die Diskretisierung des Geschwindigkeitsraumes v wird durch m ange-
geben und gibt somit zeitgleich die Anzahl der Verbindungen zu benachbarten
Zellen an. Die moglichen Werte fiir m sind abhéngig von n. Fiir die vorliegenden
Daten gilt also n = 3 und fiir m kommen prinzipiell mehrere Md&glichkeiten
in Betracht, namentlich 13,15,19 und 27 [I8]. Bei Letzterer besteht damit
eine Verbindung zu jeder der 26 umliegenden Zellen, wobei zusétzlich die In-
formationen der Zelle selbst mitberiicksichtigt werden. Die Laufzeit und der
Speicherbedarf der Simulation steigen jedoch zusammen mit der Genauigkeit
der Approximation in m. Als Kompromiss wird hdufig und daher auch fiir
diese Arbeit m = 19 fiir n = 3 gewihlt [16]. Das sich so ergebende Sche-
ma D3Q19 ist in Abbildung dargestellt. Die Zellen représentieren eine
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Partikelverteilung f;(Z,t) mit i« = 1..m auf mesoskopischer Skala. Durch das
gleichméBige Gitter kann die Annahme getroffen werden, dass innerhalb ei-
nes diskreten Zeitschrittes At jedes Partikel immer exakt eine der im Sinne
des Dn()m-Schemas benachbarten Zellen erreichen kann. Eine nicht uniforme
bzw. nicht gleichméfiige Diskretisierung ist denkbar, jedoch nicht iiblich, da
insbesondere der sonst inhdrente Vorteil der Parallelisierbarkeit entfallt. Glei-
chung wird ferner als giiltig entlang jeder der m definierten Richtungen
angenommen, woraus sich

afl afz o 1 eq

N +Uioca_xa = _;(fi — 1)

ergibt. Diese kann mittels finiter Differenzen approximiert werden durch

fl(f—i_ﬁzAt?t_‘_At)_fz(f?t)__1 . peq
N ———(fi—£") (2.9)

(2.8)

und umgestellt werden zu

Fi(@ + TALE + AL) = fi(Z,1) (fi = £77). (2.10)
Dies ist die sogenannte Lattice-Boltzmann-Gleichung in Kombination mit
dem diskreten BKG-Kollisionsoperator [18,24]. Obwohl es sich dabei eigentlich
um eine Approximation der ersten Ordnung in Bezug zur Zeit handelt, bie-
tet diese dennoch dieselbe Genauigkeit wie eine Approximation zweiter Ord-
nung [18].

Die so erhaltene Gleichung kann nun erneut in zwei logischen Komponen-
ten zerlegt werden: die Kollisions- und Strémungsschrittﬂ. Bei der Berechnung
jedes Zeitschrittes At erhélt also jede Partikelpopulation f;(7,t) einen Anteil
aus dem Kollisions- bzw. Relaxationsschritt, also dem Anstreben der Gleich-
gewichtsverteilung f9(Z,t). Dieser Schritt findet génzlich lokal fiir jede Zelle
statt, es miissen also keine Informationen aus umliegenden Zellen verwendet
oder verandert werden. Der Zustand f/ (7, t) der Verteilung nach dem Kollisi-
onsschritt kann also durch

fz*(f> t) = fz(f7 t)

At
T

At . et/
angegeben werden. Im Schritt des Propagierens verteilt sich die neue Parti-

kelpopulation f*(Z,t) dann auf die umliegenden, durch das Dn@m-Schema
definierten, Zellen. Fiir diese gilt somit

sodass es sich dabei um keine lokale Operation mehr handelt, da die umlie-
genden Zellen modifiziert werden [I8]. Diese beiden Schritte kénnen beliebig
wiederholt werden, bis ein Abbruchkriterium die Simulation beendet.

3Stromungschritt: von engl. streaming step
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i(t) (t + At)

O O Fluid

Wand

O O O O
A A P
\/

Abbildung 2.2: Skizze eine Partikelpopulation (orange), welche mit einer starren
Wand (grau) kollidiert, nachdem sie iiber eine Verbindung (blau)
mit Geschwindigkeit ¢ in Richtung einer benachbarten Zelle pro-
pagiert. Bei dem Riickprallansatz gilt v(t) = —v(t+ At). Es findet
also keine Bewegung unmittelbar entlang der Wand statt, womit
Haftung modelliert wird. Entlehnt an [I§].

Dabei kénnen zu jedem Zeitschritt ¢ die makroskopischen Groflen, also die
Massendichte p durch

plE 1) = 3 Fil@1) (2.13)

und die Geschwindigkeit « durch

m

HED) = >0 [ ) (214

i=1

aus der Partikelpopulation berechnet werden. Aus diesen lassen sich dann wei-
tere Groflen ableiten.

2.2.3 Randbedingungen

Ein weiterer Aspekt in der LBM sind Randbedingungen. Dabei sind zum einen
das Verhalten der Partikel beim Kollidieren mit der Simulationsgeometrie, zum
anderen die Bedingungen beim Ein- und Auslass der Partikel zu betrachten.
Auch hierfiir gilt es, jeweils ein moglichst geeignetes Modell fiir das vorliegen-
de Problem zu wéhlen. Es kann die Eigenschaft festgehalten werden, dass die
Simulationsgeometrie (Gefafiwand) im Allgemeinen beliebig ist. Sie verlduft
also insbesondere weder genau durch das Zentrum, noch genau zwischen den
Zellen. Bei der Kollision von Partikeln mit der Gefalwand wird iiblicherweise
ein Rﬁckprallansatzﬁ gewahlt, skizziert in Abbildung [18]. Die Implikation
ist das Modellieren einer impermeablen, also fiir das Fluid undurchlissigen
GefiBwand, sowie das Ausbleiben einer transversalen Bewegung zwischen den

4Riickprallansatz: von engl. bounce-back
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2.2 Numerische Stromungssimulationen

(a) Seitenansicht (b) Querschnitt

Abbildung 2.3: Skizze eines parabolisches Poiseuille-Geschwindigkeitsprofils (rot)
in einer zylindrischen Simulationsgeometrie (schwarz) mit charak-
teristischer Lénge [. Die Linge der Pfeile (links) bzw. die Inten-
sitdt der roten Farbe (rechts) kodiert die Magnitude der lokalen
Geschwindigkeit, die in u, ihr Maximum hat.

beiden Kollisionsteilnehmern. Fiir die Gefafiwand werden also Haftrandbedin-
gungenﬂ gewihlt [I8]. Diese Methode ist in der Implementierung numerisch
stabil, jedoch nur anwendbar, wenn die Geometrie durch treppenartige For-
men approximiert wird, damit eine Ausrichtung am Gitter vorliegt. Diese
Methode kann fiir nicht entsprechend ausgerichtete Geometrien durch lineare
Interpolation verbessert werden, wie durch Bouzidi et al. [I] gezeigt wurde.
Dieser Ansatz wurde zudem in dem verwendet Framework OpenLB imple-
mentiert [17] und in einer klinischen Studie validiert [23], sodass er fiir diese
Arbeit ebenfalls gewéhlt wird. Durch die genannten Randbedingungen kénnen
zudem bewegte Winde modelliert werden. Dabei wird abhéingig von der Be-
wegung der Wand relativ zum Fluid eine Geschwindigkeitskomponente hinzu-
gefiigt, um das entsprechende Verhalten zu simulieren. Dies sollte jedoch nicht
mit deformierbaren Wéanden verwechselt werden, deren Modellierung weitaus
komplexer ist und daher nicht Teil dieser Arbeit ist. Zudem werden vom ver-
wendeten Framework bisher nur starre Wande unterstiitzt. Weitere Randbe-
dingungen werden an den Einldssen und Ausfliissen der Simulation gewéhlt.
Fiir die Einldsse wird unter erneuter Annahme eines newtonschen Fluides ein
Poiseuille-Geschwindigkeitsprofil definiert, welches in Abbildung [2.3] skizziert
ist, dessen Maximum durch u. angegeben sei. Fiir die Auslaufe wird als Be-
dingung konstanter Druck gefordert.

2.2.4 Parametrisierung

Um eine Stromungssimulation basierend auf der LBM zu konfigurieren, muss
neben verschiedenen Modellentscheidungen (wie im vorherigen Unterkapitel
diskutiert) noch eine Parametrisierung erfolgen. Die zu beriicksichtigenden

SHaftungseigenschaften: von engl. no-slip
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physVelocity Magnitude
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Abbildung 2.4: Der Effekt unterschiedlicher Werte fiir die Smagorinsky-Konstante

auf turbulente Strémung bei sonst identischen Bedingungen [16].

Parameter sind hierbei im Folgenden aufgefithrt. Mit * annotierte Parame-
ter geben dabei die entsprechenden dimensionslosen Gréfien an, mit denen in
der LBM typischerweise gearbeitet wird.

12

e Die Gitterkonstante Az definiert den Abstand zwischen zwei benach-

barten Zellen, angegeben in Metern m. Sie wird iiblicherweise anhand
der charakteristischen Lange [ der Simulationsgeometrie, welche in etwa
den grofiten enthaltenen Durchmesser angibt, sowie deren Auflésung N
berechnet, also Az = %

Die physikalische Lénge eines diskreten Zeitschrittes At wird in Sekunden

s angegeben.

Die BGK-Relaxationszeit 7 wird ebenfalls in Sekunden angegeben. Oft-
mals wird auch der dimensionslose Relaxationsparameter 7" verwendet,
welcher iiber 7% = {7 mit der Relaxationszeit in Beziehung steht [18].
Die physikalische Dichte p des Fluides wird in kgm™3 angegeben und
kann der Literatur entnommen werden.

Die dimensionslose Dichte p* ist im Falle eines inkompressiblen Fluides
im Gegensatz zu der physikalischen Dichte p Fluktuationen unterworfen,
welche sich in der LBM auf Druckunterschiede beziehen. Sie fungiert da-
her lediglich als Referenzwert und kann letztlich einen beliebigen Wert
erhalten. Thr Durchschnittswert wird iiblicherweise auf den Wert 1 ge-
setzt [18§].



2.2 Numerische Strémungssimulationen

e Die Scherviskositit des Fluides n wird in kg m~'s~! angegeben. Alterna-
tiv kann auch die kinematische Viskositédt v iiber die Beziehung n = v p,
angegeben in m? s7!, verwendet werden. Die temperaturabhiingigen Wer-
te sind experimentell ermittelt worden und kénnen der Literatur entnom-

men werden.

e Die typisch simulierte Geschwindigkeit u, bzw. ihr dimensionsloses Ge-
genstiick v} = UC% ist eine Ausgabe der Simulation, kann jedoch auch
fiir Randbedingungen und somit ebenfalls als Eingabe verwendet werden,

wie beispielsweise in Abbildung [2.3] skizziert.

e Die dimensionslose Schallgeschwindigkeit ¢ wird iiblicherweise und auch
im verwendeten Framework auf den Wert \/1/_3 ~ 0.577 gesetzt [17]. Fiir
inkompressible Fluide miissen die simulierten Geschwindigkeiten deutlich
kleiner sein, also u} < ¢ [1§].

e Die Smagorinsky-Konstante C, welche {iblicherweise auf den Wert 0.25+
0.2 festgelegt wird, definiert das Verhalten turbulenter Strémung. Hohere
Werte fithren dabei zu begradigten Turbulenzen, zu sehen in Abbil-

dung 2.4

Die Parameter sind dabei tiber
1\ Az?
= rma (o) (215)

in Beziehung zueinander gesetzt [18]. Es existieren folglich prinzipiell belie-
big viele Konfigurationen aus 7%, At und Az, um die physikalische korrekte
Viskositéit zu erhalten. Die Wahl ist jedoch nicht beliebig in Hinblick auf die
Genauigkeit, Stabilitdt und Effizienz der Simulation. Fiir eine hohe Genauig-
keit muss im Wesentlichen beachtet werden, dass der raumliche und zeitliche
Diskretisierungsfehler mit Az? bzw. At? skaliert [18]. Die beiden sollten also so
klein wie moglich gewéhlt werden, was jedoch die Effizienz stark beeintréichtigt.
Bei der Anpassung von Ax oder At sollte im vorliegenden Falle von inkom-
pressiblen Fluiden die sogenannte akustische Skalierung At o< Az eingehalten
werden [I8]. Ferner gelten weitere Einschrinkungen, die jedoch die Aussage an
dieser Stelle nicht &ndern. Fiir die Effizienz sei unmittelbar angefiihrt, dass die
Gesamtlaufzeit T der Simulation und der Speicherbedarf M im vorliegenden,
dreidimensionalen Fall durch
T ! M ! 2.16
* A ar M A (2.16)
mit Az bzw. At skalieren [I8]. Die untere Grenze der beiden Parameter hingt
also von der verwendeten Hardware und der zur Verfiigung stehenden Zeit ab.
Generell sollte Az jedoch so klein gewéhlt werden, dass alle Stromungsmerkmale
wie Turbulenzen ausreichend aufgelost werden konnen. Wie diese ausfallen,

13



2 Grundlagen

héngt von der Simulationsgeometrie mit charakteristischer Lénge [ ab und
wird durch die dimensionslosen Reynolds-Zahl Re gekennzeichnet. Diese ist
definiert durch

Re = —=<, (2.17)

wobei hohe Werte auf turbulente und niedrige Werte auf laminare Stromungen
hindeuten. Eine andere, dhnliche Geometrie weifit dabei identisches Turbu-
lenzverhalten auf, wenn auch diese Kennzahl den gleichen Wert hat. Liegt
eine hohe Reynolds-Zahl vor, ist Ax folglich entsprechend klein zu wéhlen,
damit die Simulation stabil bleibt. Instabilitdat ist in der LBM als das expo-
nentielle Wachstum numerischer Fehler definiert, die irgendwann zu ungiiltigen
Werten (NaNE[) fithren. Eine in diesem Sinne stabile Simulation zu erreichen,
ist daher von grofler Bedeutung und kann ferner durch weitere Eigenschaf-
ten begilinstigt werden. Zum einen sollte der Relaxationsparameter 7* nicht zu
nah an % gewdhlt werden, zum anderen sollten je nach erwarteter, typischer
Geschwindigkeit u, die Bedingungen

ur <

[

{a(T* —3) wenn 7 < 0.55 (2.18)

0.4 sonst

beachtet werden, wobei a eine numerische Konstante in der Grofenordnung
von 3 ist [I8]. Bei allen Beschréinkungen handelt es sich jedoch nur um grobe
Richtlinien, die Simulationen kénnen dennoch instabil werden.

Damit ist diesem Unterkapitel zweifelsfrei zu entnehmen, dass es viele Para-
meter gibt, welche einen noch unbekannten Effekt auf den Simulationsverlauf
in Kombination mit anderen Parametern haben. Insbesondere ist selbst bei
einer wohldurchdachten Parametrisierung nicht klar, wie gut die resultierende
Simulation die Wirklichkeit repriasentiert. Aus diesem Grund werden im Rah-
men dieser Arbeit zundchst Ensembles von Simulationen mit einer Vielzahl von
Parameterkonfigurationen und -kombinationen angefertigt, um deren Einfluss
auf das Simulationsergebnis einschétzen zu kénnen.

2.3 Klassische Multidimensionale Skalierung

Kernpunkt dieser Arbeit ist der Vergleich mehrerer Simulationsldufe mit ge-
messenen Daten zwecks Optimierung des verwendeten Modells bzw. der Pa-
rametrisierung. Fiir jeden Simulationslauf konnen dabei mehrere Zeitschritte
vorhanden sein. Es soll letztlich eine Visualisierung gewéhlt werden, bei der
jeder Zeitschritt jedes Simulationslaufs bzw. der gemessenen Daten mit jedem
anderen verglichen werden kann. Zunéchst ergibt sich aus dieser Betrachtung

6NaN: Not a Number - eine nicht darstellbare Zahl
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2.3 Klassische Multidimensionale Skalierung

eine Distanzmatrix

din ... diy diggr oo diy
dpy oo dpp dpgr1 oo dpn

mit Eintrégen d;;, wobei n die Gesamtzahl aller Zeitschritte aus allen Si-
mulationsldufen angibt. Die Distanzen kénnen auf Grundlage verschiedener
Stromungseigenschaften und Metriken berechnet und somit als (Un)Ahnlich-
keiten zu den anderen Daten verstanden werden. Die Eintrdge d;; bis d
sind dabei beispielsweise den Ahnlichkeiten zwischen dem ersten Simulati-
onslauf mit k& Zeitschritten und einem beliebigen Zeitschritt ¢ zuzuordnen.
Aus der Verwendung von Metriken folgt zudem die Symmetrie der Matrix D,
sodass letztlich nur die obere, bzw. untere Dreiecksmatrix berechnet werden
muss. Um nun eine Visualisierung zu generieren, welche die Distanzen ent-
sprechend berticksichtigt, bietet sich Multidimensionale Skalierung (MDS) an.
Grundsétzlich kann mit dieser Technik ein hochdimensionaler Raum mit Di-
mension n in einen Raum mit niedrigerer Dimensionalitit m projiziert werden.
Dafiir wird fiir jeden Zeitschritt ¢ repriasentativ eine Position im Zielraum ge-
funden, sodass dessen Abstand zu den projizierten Positionen aller Zeitschritte
J die korrespondierenden Distanzen d;; widerspiegelt. Da die Visualisierung im
Wesentlichen von Domainexperten verstanden werden soll, wird als Abstands-
mafl die euklidische Distanz gewéhlt. Die so verwendete Technik wird auch
klassisches MDS genannt. Auf die Wahl von m und die Berechnung der Di-
stanzen wird in Kapitel [4] eingegangen. Hier wird zunéchst der MDS-Ansatz
nach Wickelmaier beschrieben [28]. Dieser wurde bereits erfolgreich auf Da-
ten angewendet, welche den Vorliegenden &hnlich sind, d. h. es liegen viele
Simulationslaufe (O(10)) mit jeweils vielen Zeitschritten (O(100)) und somit
Distanzmatrizen mit grofen n vor [0, 19]. Fiir die Projektion wird nun zur
Distanzmatrix D eine Koordinatenmatrix X gesucht, deren Berechnung wie
folgt zusammengefasst werden kann.

1. Berechnen der quadrierten Distanzen P = [d};].

2. Anwenden doppelter Zentrierung mit B = —%-J~P-J, wobei J = I—%-U.
I sei die Einheitsmatrix und U die Matrix, deren Eintrige ausschlieBlich
den Wert 1 haben.

3. Extrahieren der m grofiten, positiven Eigenwerte Ay, ..., A\, von B und
der korrespondierenden Eigenvektoren ey, ..., e,,.

4. Sei E,, die Matrix aus den m Eigenvektoren und A,, die Diagonalmatrix

der m Eigenwerte, dann lasst sich die gesuchte Matrix berechnen durch
X = Ep - M2

15



2 Grundlagen

Die erhaltene Matrix X ist dabei nur eine mogliche rdumliche Konfiguration,
welche die Distanzmatrix D widerspiegelt. Damit ist die Projektion insbe-
sondere nicht interpretationsfahig beziiglich Rotation und Spiegelung, sowie
uniformer Skalierung.

D
VolumeSource

VolumeSource

OptimizedProxyGeometry

Background

(a) Netzwerkdarstellung des Datenflusses (b) Darstellung der Links (hellgrau) zum

mit dessen Ausgabe im dazugehorigen Can- Synchronisieren der Kameraeinstellungen,

vas. sowie die Einstellungsmoglichkeiten von
den in blau markierten Prozessoren.

Abbildung 2.5: Zu sehen ist ein simples Beispielnetzwerk in Voreen. Ein Volumen-
datensatz wird geladen und mittels Raycasting visualisiert.

2.4 Das Voreen-Framework

Voreen (Volume Rendering Engine) ist ein Framework zur Visualisierung me-
dizinischer Volumendaten [22]. Es wurde von der Arbeitsgruppe Visualisie-
rung und Computergrafik (VisCG) an der Universitdt Miinster initiiert und
wird zum Zeitpunkt der Erstellung dieser Arbeit kollaborativ von der Arbeits-
gruppe Pattern Recognition and Image Analysis(PRIA) sowie VISualization
& graphlX (VISIX) weiterentwickelt.

Das Framework basiert auf der Programmiersprache C++ und der OpenGL-
API und ist somit plattformunabhingig. Die bereitgestellte Funktionalitat ist
in Module unterteilt, welche das Basis-Framework erweitern. Ferner existiert ei-
ne graphische Benutzeroberfliche basierend auf Qt5, welche die implementierte
Datenfluss-Netwerk-Metapher repréasentiert. Komplexe Aufgaben kénnen mit
so einem Netzwerk abgebildet werden, welches selbst aus meist simplen Kom-
ponenten besteht. Konkret handelt es sich um einen gerichteten Datenfluss, bei
dem die Daten iiber Verbindungen von einem Knoten zum néchsten, im Folgen-
den Prozessoren genannt, weitergereicht, bzw. dort weiterverarbeitet werden.
Die unterschiedlichen Datentypen sind dabei farblich kodiert: rote Anschliisse
akzeptieren Volumendaten, blaue hingegen Bilddaten. Viele weitere Datenty-
pen sind implementiert.
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2.4 Das Voreen-Framework

Dies sei anhand eines Beispielnetzwerks, zu sehen in Abbildung [2.5] er-
kldart. Beginnend bei einer Datenquelle (VolumeSource) wird beispielhaft der
Nukleon-Volumendatensatz eingeladen und iiber ihren ausgehenden Anschluss
zur Verfiigung gestellt. Dieser Datensatz wird nun fiir ein Raycasting verwen-
det, hinter dessen Ausgabe noch ein Hintergrund mit von grau nach weifl ver-
laufendem Gradienten gelegt wird. Das Resultat wird {iber ein Canvas, dem
Endpunkt des Netzwerks, ausgegeben. Jeder Prozessor besitzt ferner einige
Einstellungsmoglichkeiten zur Konfiguration seiner eigenen Logik. So ldsst sich
fiir die Datenquelle der Pfad bestimmen und beim Raycaster beispielsweise
die Transferfunktion einstellen. All diese Einstellungen kénnen auch iiber so-
genannte Links miteinander synchronisiert werden. Das Netzwerk wird dabei
nach jeder Anderung bzw. in regelmiBigen Absténden in Datenflussrichtung
ausgewertet. Das Ausrichten der Kamera durch die Interaktion mit der Maus
fiithrt so beispielsweise umgehend zu einer Auswertung des Netzwerks, wodurch
die Ausgabe entsprechend aktualisiert wird. Neben der grafischen Ausgabe ist
auch das Schreiben von Dateien moglich und auch Python-Skripte kénnen in
den Datenfluss integriert werden. Des Weiteren sei auf die Moglichkeit von
asynchronen und parallelisierten Berechnungen hingewiesen, um andere Teile
des Netzwerkes nicht unnétig zu beeintrachtigen. Mit diesem Framework lasst
sich damit prinzipiell jedes Problem in ein Netzwerk iiberfithren und daraus
eine Anwendung mit Benutzeroberfliche erstellen. Dies ist natiirlich nicht fiir
jedes Problem sinnvoll, im Rahmen dieser Arbeit wird Voreen jedoch insbeson-
dere aufgrund der intensiven Arbeit mit Volumendaten gew#hlt. Damit kann
bereits einige Funktionalititen als gegeben angenommen werden, da es sich
wie bereits erwédhnt bei den meisten Prozessoren um triviale Operationen auf
Volumen- und Bilddaten wie beispielsweise Schwellenwertoperationen handelt.

Um die Arbeit von Domainexperten zu unterstiitzen, kénnen die mit der An-
wendung erstellten und konfigurierten Netzwerke in sogenannten Workspaces
gespeichert und zusammen mit einer Dokumentation weitergereicht werden. Da
die Netzwerke schnell an GréBe zunehmen und damit an Ubersichtlichkeit ver-
lieren konnen, kann fiir den Endanwender ein sogenannter Anwendungsmodus
konfiguriert werden. Dieser stellt nur die wichtigsten Einstellungsmoglichkeiten
und nur die wesentliche Ausgabe des Netzwerks in moglichst intuitiver Weise
zur Verfiigung.
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3 Verwandte Arbeiten

In diesem Kapitel werden aktuelle Arbeiten aus thematisch verwandten Be-
reichen vorgestellt und diskutiert. Dazu gehoren numerischen Stromungssimu-
lationen, die Verarbeitung von Ensembles und die Assimilation von mittels
4D-Phasenkontrast-MR akquirierten Blutflussdaten. Dadurch soll zum einen
die Wahl der verwendeten Methoden begriindet und motiviert, zum anderen
ein Uberblick iiber den aktuellen Forschungsstand gegeben werden.

Stromungssimulationen In dieser Arbeit wird die Lattice-Boltzmann-Methode
(LBM) fiir das Durchfithren numerischer Stromungssimulationen verwendet.
Es existiert jedoch eine ganze Bandbreite alternativer, bereits etablierter Me-
thoden. Die bekanntesten sind das Finite-Elemente-Verfahren, Finite-Volumen-
Verfahren sowie sogenannte Navier-Stokes-Solver. Dabei miissen aufwendige
partielle Differentialgleichungen geldst werden. Im Gegensatz dazu ist die LBM
ist ein relativ junges Verfahren, welches zunehmend an Popularitit gewinnt [1§].
Grund dafiir ist die rasante Entwicklung der Hardware und insbesondere die
Zunahme von parallelen Berechnungen, da das Verfahren durch die vielen un-
abhéngigen, lokalen Operationen inhérent parallelisierbar ist. Die Communi-
ty hat im Zuge dessen das OpenLB-Framework geschaffen, welches in dieser
Arbeit verwendet wird [I7]. Ein anderes bekanntes Framework zum Konfi-
gurieren von Stromungssimulationen ist OpenFOAM [13], welches ein breites
Spektrum an Solvern bietet. Die Simulationsdoméne wird dabei, im Gegensatz
zum regelmafigen Gitter in der LBM, durch Tetraeder ausgeschopft, wodurch
der Vorteil der Parallelisierbarkeit gemindert wird und das Konzept eine auf-
wendige Einarbeitung erfordert. Der LBM wohnt dagegen ein verhéaltnisméfig
simples Konzept inne, was jedoch keine Einschrankung fiir die Anwendbar-
keit bedeutet. So konnte das Verfahren bereits auf Simulationsdoméanen hoher
Komplexitit, wie etwa auf dem Aortenbogen und Aneurysmen, im Zusam-
menspiel mit 4D-Phasenkontrast-MR-Daten unter Beriicksichtigung des Herz-
zyklus validiert werden [9] 10, [16, 23].

Ensembleansatz Der in dieser Arbeit verfolgte Ansatz, ein Ensemble von
Simulationen zu generieren, wurde in dhnlicher Form bereits im Framework
HemeLB [2I] umgesetzt. Dabei wurde eine Simulationsgeometrie anhand von
statistischen Daten verschiedener Patienten, wie etwa der Puls und Blutdruck,
konfiguriert und jeweils eine Simulation generiert. Die Ergebnisse wurden an-
hand der Position und Starke hoher Scherkréifte an den Gefalwanden mitein-
ander verglichen. In-vivo Messungen des Blutflusses haben dabei jedoch nicht
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3 Verwandte Arbeiten

stattgefunden.

Jiang et al. [I4] haben in ihrer Arbeit hingegen mehrere Simulation unter
Verwendung derselben Geometrie durchgefiihrt, welche durch die Segmentie-
rung von mittels 4D-Phasenkontrast-MR gemessenen Daten akquiriert wurde.
Die Datensétze wurden, wie zuvor, anhand der Scherkréfte an den Gefélwéanden
miteinander verglichen. Dabei konnten hohe Korrelationen zwischen simulier-
ten und gemessenen Daten nachgewiesen werden. Zusétzlich wurde von den
Autoren eine Metrik zum Vergleich von Vektorfeldern entwickelt, welche in
Kapitel [4] gegen weitere Verglichen wird. Dies ist ferner ein Beispiel fiir die
Verwendung eines Navier-Stokes-Solvers, anstatt der LBM.

Datenassimilation Die Assimilation von 4D-Phasenkontrast-Daten mittels
numerischer Stromungssimulationen ist ebenfalls ein sehr junger Forschungs-
bereich. De Hoon et al. [I1] haben ein auf der inkompressiblen Navier-Stokes-
Gleichung (vgl. Gleichung basierendes Simulationsverfahren definiert, wel-
ches gemessene Daten als Eingabe verwendet. Somit lasst sich die Simulation
steuern, indem fiir jeden simulierten Zeitpunkt, zu dem keine Messung vor-
handen ist, die Doméne durch einen Korrekturterm wieder in Richtung der
gemessenen Daten verschoben wird. Dies wurde von den Autoren mit einer
Federkraft verglichen, welche die Simulation hin zu den gemessenen Daten
lenkt. Das Verfahren wurde ferner von denselben verbessert, indem die Simu-
lation durch die Reversibilitdt der Navier-Stokes-Gleichung sowohl vorwirts
als auch riickwérts durchgefiihrt wurde [12]. Das Ergebnis wurde sowohl ge-
gen synthetische Daten, als auch gegen eine ungesteuert Simulation verglichen.
Dem diente erneut die Scherkrifte an der Wand sowie der lokale Unterschied
der Magnitude und Richtung iiber den gesamten Querschnitt des verwendeten
Aorten-Datensatzes.

Funke et al. [7] verwendeten ein ebenfalls auf der inkompressiblen Navier-
Stokes-Gleichung basierendes Optimierungsverfahren, um die initialen Rand-
bedingungen des Modells in den mittels Phasenkontrast-MR akquirierten Da-
ten wiederherzustellen. Das Verfahren stellte sich als sehr robust im Falle von
2D- und 3D-Daten heraus. Ein Vergleich der gemessenen zu den simulierten
und assimilierten Daten wurde erneut durch Betrachtung der Scherkréifte an
den GefaBwinden, sowie der Stromungsgeschwindigkeit durchgefiihrt.

Dies zeigt, dass Datenassimilation auf verschiedenen Ebenen stattfinden
kann. Die Grundlage ist dabei stets eine numerische Stromungssimulation so-
wie der Vergleich von simulierten, gemessenen und assimilierten Daten.
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Zu Beginn dieses Kapitels sei erneut das Ziel dieser Arbeit aufgegriffen. Es
sollen Stromungssimulationen so konfiguriert und parametrisiert werden, dass
diese moglichst gut die gemessenen Daten widerspiegeln, um letztlich Da-
tenassimilation betreiben zu konnen. Kernbestandteil dieser Aufgabe ist al-
so das Quantifizieren der Ahnlichkeit zwischen gemessenen und simulierten
Datensétzen, worauf im Folgenden detailliert eingegangen wird.

4.1 Quantifizierung von Ahnlichkeit

Um ein Ma8 fiir Ahnlichkeit definieren zu kénnen, muss zuniichst gewshrleistet
sein, dass die Doméne vergleichbar ist. Die gemessenen Daten dienen hier-
bei als Referenz, da diese fiir die Segmentierung der enthaltenen Geféaflie bzw.
Phantome verwendet werden. Wie in Unterabschnitt 2.1] bereits erldutert, wer-
den bei Messungen mittels 4D-Phasenkontrast-MR anatomische Bilder erstellt
und fiir die Segmentierung verwendet. Letztere definiert damit die Doméne,
in welcher die Datensétze miteinander verglichen werden kénnen. Bei den Si-
mulationen ist dies offensichtlich, da diese auf der durch die Segmentierung
erhaltenen Geometrie initialisiert und durchgefiihrt wird. Ferner existieren in
vielen Féllen noch mehr Datensétze desselben Phantoms, also im Falle dieser
Arbeit mehrere Messungen mit unterschiedlichen Einstellung der Pumpe bei
sonst unverénderten Bedingungen.

Um Ahnlichkeiten verschiedener Datensitze bestimmen zu kénnen, wird ei-
ne Ahnlichkeitsdarstellun verwendet. Dabei handelt es sich um eine aggre-
gierte Projektion bzw. Einbettung des gesamten Ensembles aus gemessenen
und simulierten Daten in eine einzelne Visualisierung. Die Projektion wird
mittels klassischer multidimensionaler Skalierung (MDS) durchgefiihrt, wie in
Abschnitt erklart. Fiir die Projektion muss jedoch zunéchst eine Distanz-
bzw., in diesem Kontext auch Ahnlichkeitsmatrix genannt, definiert werden.
Diese beinhaltet die paarweisen Ahnlichkeiten jedes Zeitschrittes zu jedem an-
deren, bzw. zu sich selbst. Ein Zeitschritt ist hierbei zu verstehen als das Vek-
torfeld 4 (vgl. Gleichung der Geschwindigkeiten zu einem simulierten bzw.
gemessenen Zeitpunkt. Effektiv ist das Ziel also, eine Metrik zur Quantifizie-
rung der Ahnlichkeit von Vektorfeldern zu entwickeln. Ein solches Vektorfeld
hat zwei offensichtliche Grolen, denen man Beachtung schenken kann, nament-
lich die Magnitude und die Richtung. Wird zunéchst nur die Magnitude ||

! Ahnlichkeitsdarstellung: von engl. Similarity Plot
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betrachtet, liegt ein dreidimensionales Skalarfeld vor, fiir welches Fofonov et
al. [5] bereits eine effektive Metrik zur Bestimmung der Ahnlichkeit entwi-
ckelt haben. Diese basiert auf einer Verallgemeinerung des Vergleichs von zwei
[sokonturen, welche je ein Skalarfeld beschreiben. Die Anwendbarkeit dieser
Methode wurde bereits gut untersucht und bestétigt [4]. Es werden jedoch
selten alle verfiigharen Datenpunkte, im vorliegenden Falle also jeder Voxel
des Datensatzes, in die Berechnung miteinbezogen. Grund dafiir ist die mit
der Anzahl der Datenpunkte steigende Dauer und der benotigte Speicherplatz.
Vielmehr wird ein quasi-Monte Carlo-Ansatz ((QMC) gewahlt, bei dem N quasi-
zufillige Datenpunkte innerhalb der gemeinsamen, durch die Segmentierung
definierte Doméne gewéhlt werden. Die Anzahl der Datenpunkte ldsst sich so
auf etwa N = 16384 oder gar auf die Hilfte reduzieren, ohne, dass wichtige Fi-
genschaften verloren gehen. Dies konnte durch die Konvergenz der Unterschie-
de der Distanzmatrizen bei linearer Erhchung der Anzahl der Datenpunkte
auf Daten iiberpriift werden, die den vorliegenden #hnlich sind [4]. Vielmehr
wire deduktiv bereits eine geringere Anzahl ausreichend, da die Doméne der
Stromungsdaten sich nicht auf das kubische, das Phantom umschlieende Vo-
lumen, sondern nur auf das enthaltene Phantom bezieht. Dessen Volumen ist
jedoch nicht ohne Weiteres bekannt, sodass die Anzahl der Datenpunkte be-
rechnet wird, als wiirden die umschlieBenden Volumen miteinander verglichen
werden. Dies erlaubt die einmalige Wahl eines Wertes fiir alle Phantome, da
diese eine dhnliche Auflésung aufweisen und es kann auf einen erneuten Nach-
weis der Konvergenz verzichtet werden.

Seien p; mit ¢ = 1,..., N nun die durch den qMC-Ansatz bestimmten Da-
tenpunkte und A ein Isowert innerhalb des Wertebereichs der Magnituden aller
Felder, also h € [Umin, Umaz|. Dann wird jeder Datenpunkt nun gegen den Iso-
wert getestet und dadurch eine Isokontur C' bestimmt mit C' = [¢;] und

. — {1 wenn h < |u(p;)] (4.1)

0 sonst.
Es gilt nun, die Isokonturen miteinander zu vergleichen. Der Jaccard-Index ist
ein effektives MaB zur Berechnung der Ahnlichkeit d zweier Mengen A und B

und kann iiber ANB
N
dap =1-— 4.2
AP |AU B (4.2)
als Metrik verwendet werden. Diese basiert auf dem Verhéltnis von den in
beiden zu den in mindestens einer der beiden Mengen enthaltenen Elemente.
Seien C* und C® nun die Isokonturen zweier Zeitschritte A und B, dann kann

Gleichung 4.2l unter Beachtung der Reihenfolge der Elemente auch geschrieben

werden als
>, min(c, cP)

SoiLy max(c, ef)

da die ¢; nur entweder den Wert 0 oder 1 haben kénnen. Diese Gleichung kann
jedoch als eine Verallgemeinerung der Jaccard-Metrik verstanden werden, die

dap=1— (4.3)
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uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu
tenpunkte

(a) C4 und C® wurden fiir beide Abbildungen jeweils ran- (b) C4 und C? wurden mit

domisiert mit einer Uniformverteilung auf dem Intervall [0, 1] einer linearen Funktion, bzw.

initialisiert. mit einer Sinus-Periode im
Intervall [0, 1] initialisiert.

Abbildung 4.1: Darstellung der Unihnlichkeit zweier Konturen C4 und CZ, er-
mittelt mit der generalisierten Jaccard-Metrik (rot) sowie der Ver-
allgemeinerung von Fofonov et al. [5] (blau). Fiir eine grole Anzahl
N der Datenpunkte konvergieren beide auf denselben Wert.

sich nicht mehr nur auf Isokonturen anwenden lésst. Normalisiert man zunéchst
alle Werte der Skalarfelder mit
o, )] = i w
Umaz — Umin
anstatt einen Isowert zu bestimmen und einen Vergleich der Isokonturen durch-
zufithren, lésst sich die verallgemeinerte Metrik nun direkt auf die Werte der
Datenpunkte ¢é; iiber C; = [¢;] anwenden. Fofonov et al. haben die Metrik
jedoch mit einer Argumentation iiber unendlich viele Isokonturen verallgemei-
nert zu
>y 1 —max(ét, éf)
Zi]il 1 - min(é;‘> é?) .
Metrik .3 und [4.5] sind offensichtlich nicht dquivalent, konvergieren jedoch fiir
grofle N, wie sie auf den vorliegenden Daten verwendet werden. Dies wurde
durch die Visualisieren der beiden Metriken fiir synthetische Daten untersucht,
wie in Abbildung zu sehen. Um keine quantitative Untersuchung anschlie-
Ben zu miissen, wird im Folgenden die durch Fofonov et al. definierte Metrik
verwendet, welche eine Verbesserung zur Jaccard-Metrik, angewendet auf Iso-
konturen, darstellt [5]. Hierbei ist insbesondere fiir folgende Bestimmungen der
Ahnlichkeiten relevant, dass die Eintréige der Distanzmatrix D = [d;;] stets nor-
miert sind, also d;; € [0, 1]. Die Jaccard-Metrik und ihre Verallgemeinerungen
garantieren diese Normierung aufgrund der berechneten Quotienten unmittel-
bar. Das Subtrahieren von 1 transformiert dabei jeweils die Ahnlichkeit der
beiden zu deren Unéhnlichkeit. Letztere wird fiir die gewiinschte Anwendung
der MDS gefordert.
Die verallgemeinerte Metrik [4.5| wurde von den Autoren auf Daten astrophy-

sikalischer Simulationen gegen andere bekannte Metriken verglichen. Nament-

dap = (4.5)
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lich sind dies die zuvor genannte Ahnlichkeit der Isokonturen, die gemittelt
normalisierte Differenz der Gradienten an den Datenpunkten iiber

N ~ A
i IVe! = veP|
2N ’

dgrad(A,B) - (46)

sowie gegen die Un&hnlichkeiten basierend auf dem Korrelationskoeffizienten
der beiden durch Gleichung [1.4 normalisierten Mengen zweier Konturen durch

N /A x ~ x
_1 Y6 = eh)(ef — ¢f)
dcorr(A,B) =-|1-

(4.7)

Dabei konnte gezeigt werden, dass bestimmte Muster, wie beispielsweise Ro-
tationen, durch die zuletzt genannten Metriken besser erfasst werden konnen.
Jedoch waren die Projektionen mehr von Verdeckung und Unordnung betrof-
fen und Ausreiflen konnten nicht gut ausgemacht werden. Da das Ziel dieser
Arbeit ist, den gemessenen Daten sehr dhnliche Simulationen zu generieren
und somit Ausreifler auszuschlieen, wird der Fokus auf die durch Fofonov et
al. vorgestellte Metrik gelegt.

Soll nun jedoch die Ahnlichkeit der Richtungen der Vektorfelder betrach-
tet werden, kann diese Metrik nicht mehr ohne Weiteres angewendet wer-
den. Letztlich soll jedoch erneut eine Metrik gefunden werden, welche die
Unéhnlichkeiten der Richtungen d (4 p) auf das Intervall [0, 1] abbildet. Ein
trivialer Ansatz ist hierbei, fiir jeden Datenpunkt den Winkel zwischen beiden
Richtungsvektoren #* und #” der paarweise betrachteten Felder A und B als
Maf fiir die Un&hnlichkeit zu verwenden. Dann lésst sich die Metrik fiir einen
einzelnen Datenpunkt bereits wie folgt beschreiben:

A ()P " _
L arccos (%) wenn |@4(p)| # 0 A [@P(p)| # 0

¢ap(P) =40 wenn |@4(p)| = 0 A |@B(p)| =0 (4-8)

1 sonst.

Es wird folglich der auf das Intervall [0, 1] normalisierte Winkel zwischen beiden
Richtungsvektoren verwendet, wenn diese vom Nullvektor verschieden sind.
Liegt beide Male der Nullvektor vor, so sind sich beide maximal &hnlich und
die Metrik wertet zu 0 aus. Im Falle dessen, dass es sich genau bei einem
der beiden um den Nullvektor handelt, so wertet die Metrik zur maximalen
Unéhnlichkeit, also 1 aus. Diese Entscheidung wurde getroffen, da die Metrik
dem Erkennen von Ausreiflern dienen soll. Bei einem Nullvektor innerhalb der
Simulationsdoméne handelt es sich um eine absolute Seltenheit, mehr noch
in den gemessenen Daten aufgrund des enthaltenen Rauschens. Um nun die
Auswertungen fiir alle Datenpunkte in einer Metrik zu vereinen, wird letztlich

mit N
Zizl YAB (pz)

5 (4.9)

dsa,B) =
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4.1 Quantifizierung von Ahnlichkeit

der Durchschnitt der einzelnen Winkelunéhnlichkeiten gebildet. Schlussendlich
koénnen nun alle paarweisen Ahnlichkeiten aller Felder verwendet werden, um
fiir jede Metrik eine Distanzmatrix D zu bestimmen, wie in Abschnitt
beschrieben.

Nun liegen die Uné&hnlichkeiten der Magnitude d4p und der Richtungen
d,(a,B) in Form von separaten Distanzmatrizen vor. Diese Informationen sol-
len nun vereint werden, um letztlich eine einzelne Projektion generieren zu
konnen. Der Umstand, dass die beiden Metriken auf dem Intervall [0, 1] defi-
niert sind kann genutzt werden, um die Distanzmatrizen zu kombinieren. Eine
Menge D = {D’, D", ...} von Distanzmatrizen kann vereint werden, indem fiir
jeden Eintrag d;; der resultierenden Matrix D eine Funktion f auf die Eintrége
derselben Position alle Matrizen angewendet wird mit di; = f(d};, d}j,...).
Dies setzt natiirlich dieselbe Grofle der Matrizen voraus, welche unmittelbar
gegeben ist, wenn alle Matrizen fiir dasselbe Ensemble generiert wurden. Die
Funktion f sollte dabei der Definition

1 wenn 3¢ : x; = 1
flz,...,x,) =40 wenn Vi : z; =0 (4.10)
0<~y<1 sonst

geniigen, damit die Interpretation der erzeugten Distanzmatrix sich nicht dndert.
Bei v handelt es sich dabei um eine monoton steigende Funktion auf dem In-
tervall [0, 1], damit hohe Werte stets mit niedriger Ahnlichkeit, bzw. niedrige
Werte mit hoher Ahnlichkeit assoziiert bleiben. Eine mogliche Funktion ist

fzq, ..., x,) = max(xq, ..., 2,). (4.11)

Hierbei wird jeweils nur der Eintrag an entsprechender Stelle aller Distanzma-
trizen verwendet, der die grofite Unéhnlichkeit représentiert. Deren Anwen-
dung ist sinnvoll, wenn letztlich nur Simulationen gesucht werden, die in allen
Feldern ahnlich sind. Der Nachteil dieser Funktion ist jedoch, dass viele In-
formationen verloren gehen. Es ist insbesondere nicht klar, ob nur ein Feld
fiir die Unéhnlichkeit verantwortlich ist, oder mehrere. Um Magnituden- und
Winkelundhnlichkeiten zu kombinieren, kann daher die Funktion

flan, ) =1= (1 —a) (4.12)

i=1

verwendet werden. Dabei wird jedes Feld gleichermafien in die neue Distanz-
matrix miteinbezogen.

Eine weitere Moglichkeit, die Magnitude und den Winkel in eine Distanz-
matrix zu {iberfithren, ist durch die Verwendung einer Metrik gegeben, die
beide Groflen unmittelbar miteinbezieht, ohne den Umweg {iber zwei Distanz-
matrizen zu nehmen. Li und Shen haben zum Vergleich von Vektorfeldern eine
gewichtete Metrik entwickelt [20], die von Jiang et al. [14] adaptiert wurde zu

Uy -y _ laq =g

S(ﬁl,ﬁg) _ ae—Qarcsin(|ﬁ1|A|g2|) + Be I Tre— (413)
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Grofle Vektor Farbe
Magnitude (6,0)
Richtung (cos(27), sin(276))
Kombination (6 - cos(276), 0 - sin(270))
Referenz 1 (1,0)
Referenz 2 (—1,0)

Tabelle 4.1: Beschreibung eines Ensembles synthetischer Datensitze unter Anga-
be der verinderten Grofle, des reprisentativen Vektors und einer ein-
deutigen Farbe. Der Faktor 6 verlduft dabei linear im Intervall (0, 1],
welches in 40 Einheiten diskretisiert wurde.

mit o, f > 0 und o + S = 1. Diese ist fiir Paare von Vektoren w7y, iy definiert
und wurde bereits von zuletzt genannten Autoren fiir den Vergleich zwischen
Simulationen und mittels 4D-Phasenkontrast-MR gemessenen Daten verwen-
det. Dabei wurde a = 8 = 0.5 gewahlt. Erneut werden letztlich die Werte aller
Paare von Vektoren mit

SN S(@A (), @B (7))

dsap) = 7 (4.14)

gemittelt. Eine Verallgemeinerung dieser Metrik fiir eine beliebige Anzahl von
Feldern, wie im Falle der mit Gleichung vorgestellte Methode, ist jedoch
nicht Moglich.

Die so erhaltenen Distanzmatrizen konnen mittels MDS (vgl. Abschnitt
auf wahlweise bis zu drei Dimensionen reduziert und projiziert werden. Da-
bei wird fiir jeden Zeitschritt entsprechend seiner Unéhnlichkeiten zu allen
iibrigen eine Position im niederdimensionalen Raum derart ermittelt, dass de-
ren euklidischen Absténde die Undhnlichkeiten widerspiegeln. Die Achsen des
projizierten Raumes sind die Hauptrichtungen bzw. Eigenvektoren, denen je-
weils ein Eigenwert zugeordnet ist. Nur solche mit groflen Eigenwerten tragen
dabei signifikant zur Projektion bei. Das Visualisieren der drei oder weniger
Dimensionen mit den gréfiten Eigenwerten ist dabei intuitiv. Projizierte Zeit-
schritte eines Simulationslaufes oder einer Messung kénnen dabei in zeitlicher
Reihenfolge zu einer Kurve verbunden und farblich kodiert werden. Eine voll
gesiittigte Farbe représentiert dabei eindeutig eine Zeitreihe. Da bei der gleich-
zeitigen Visualisierung der ersten zwei oder drei Hauptkomponenten die Zeit
nicht als Dimension dargestellt wird, kann diese Information durch lineare In-
terpolation mit der Farbe weifl erneut hinzugefiigt werden. Die so erzeugten
Visualisierungen werden Ahnlichkeitsdarstellung genannt.

Um die Methoden zu evaluieren, wurde ein Ensemble synthetischer Da-
tensétze generiert, welches in Tabelle beschrieben wird. Dabei handelt
es sich um homogene Vektorfelder der Dimension 2 x 2 x 2. Die Grofle ist
arbitrdr, da letztlich jeder Zeitschritt durch einen einzigen Vektor beschrie-
ben wird. Das Ensemble enthélt Datensétze, bei deren Vektoren ausschliefSlich

26



4.1 Quantifizierung von Ahnlichkeit

Index

(a) Verwendung von Metrikzur ausschliellichen Beriicksichtigung der Magnitude.
Als Achsen werden die erste Hauptkomponente und die Zeit verwendet.

N

i 4 5 B T B 810
! oen W ndex

(b) Verwendung von Metrik [I.9] zur ausschlieBlichen Beriicksichtigung der Richtung.
Als Achsen werden die ersten beiden Hauptkomponenten verwendet.

Abbildung 4.2: Ahnlichkeitsdarstellungen der Metriken, welche jeweils entweder

nur die Magnitude oder Richtung beriicksichtigen. Zusétzlich sind
die Eigenwerte der ersten zehn Hauptkomponenten dargestellt,
was die jeweilige Wahl der Dimensionen begriindet.
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v

2 ; B 5 T o8 9 ]
1 ] 5 b 1 Index

(a) Verwendung von Metrik zur Kombination der Magnituden- und Richtungs-
informationen. Als Achsen werden die ersten drei Hauptkomponenten verwendet.

2 ; S 5 f T8 9 ]
1 ] 5 ] 1 Index

(b) Verwendung von Metrik zur Kombination der Magnituden- und Richtungs-
informationen. Als Achsen werden die ersten drei Hauptkomponenten verwendet.

@ "'

—~

i 4 5 B T B 810
! oen W ndex

(c) Verwendung von Metrik mit a = 8 = 0.5 zur Kombination der Magnituden-

und Richtungsinformationen. Als Achsen werden die ersten drei Hauptkomponenten
verwendet.

Abbildung 4.3: Ahnlichkeitsdarstellungen der Metriken, welche sowohl die Magni-
tude, als auch die Richtung beriicksichtigen. Zusétzlich sind die

Eigenwerte der ersten zehn Hauptkomponenten dargestellt, was
die jeweilige Wahl der Dimensionen begriindet.
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die Magnitude bzw. die Richtung manipuliert wird, sowie eine Kombination
daraus. Zusétzlich sind zwei konstante Referenzdatensétze enthalten, welche
die Evaluation erleichtern sollen. Zunéchst werden die Metriken .5 und [£.9
zur separaten Betrachtung von Magnitude und Richtung ausgewertet. Abbil-
dungzeigt eine konstante Kurve fiir den Datensatz mit sich verdndernder
Richtung, welche wie zu erwarten die von Referenz 1 und 2 iiberdeckt, da die
Magnituden jeweils identisch sind. Andert sich nur die Magnitude, so erfihrt
auch die entsprechende Kurve eine starke Anderung. Werden die Anderungen
der Magnitude und der Richtung kombiniert, so verhélt sich die resultieren-
de Kurve dhnlich, da der Winkel keinen Einfluss hat. Der Verlauf ist jedoch
nicht identisch, da sich die Magnituden um den Faktor v/2 unterscheiden.
Dennoch erreicht die Kombination am Ende noch die konstante Kurve, da
diese zum Endzeitpunkt dieselbe Magnitude aufweisen. Die Kurve des Daten-
satzes mit sich d&ndernder Magnitude entfernt sich dagegen erneut aus dem
bereits genannten Grund der unterschiedlichen Magnitude. Die Position zum
Endzeitpunkt ist dagegen nicht dieselbe wie zum Zeitpunkt 6 = 25, da die
zweite Hauptkomponente ebenfalls einen nicht zu vernachliassigenden Einfluss
besitzt. Letzteres ist anhand der dazugehorigen Eigenwerte nachzuvollziehen.
In Abbildung |4.2(b)|sind die kreisformigen Kurven der beiden Datensétze mit
sich &ndernder Richtung identisch, was der Erwartung entspricht. Die Magni-
tude wird durch den weiflen Punkt représentiert und ist konstant. Die Re-
ferenzpunkte liegen sich gegeniiber, was ebenfalls der Erwartung entspricht.
Die Kombinationen der Magnituden- und Richtungsinformationen iiber Me-
trik und zeigen dhnliche Ergebnisse fiir den synthetischen Datensatz
in Abbildung [.3(a)| bzw. .3(b)] Es finden sich dieselben markanten Muster
aus vorherigen Abbildungen in Kombination wieder, d. h. eine kreisformige
Kurve in einer Ebene fiir die sich &ndernde Richtung und eine beinahe lineare
Bewegung durch die Anderung der Magnitude. Eine weitere Kurve stellt gut
erkennbar den Verlauf der Kombination beider Groflen dar: sie beginnt und
endet in etwa am Start-, bzw. Endpunkt des Datensatzes der sich dndernden
Magnituden bzw. Richtung. Die Referenzpunkte sind analog zur kreisformigen
Kurve zu Interpretieren. Die Metrik von Jiang et al. wurde wie von den Autoren
vorgeschlagen mit @ = § = 0.5 ausgewertet und liefert ein weniger interpre-
tierbares Ergebnis. Zunéchst legen die Eigenwerte nahe, dass die Verwendung
der ersten drei Hauptkomponenten moglicherweise nicht ausreichend ist. In
Abbildung sind die beiden Kurven der Datenséitze mit sich d&ndernder
Richtung zu sehen, welche einen sehr dhnlichen Verlauf haben. Der Datensatz
der sich édndernden Magnitude wird durch den oberen weiflen Punkt darge-
stellt, bzw. approximiert, da die entsprechenden Anderungen in Relation zu
den iibrigen verschwindend gering sind. Dies kann durch das Andern der Ge-
wichtung kompensiert werden, was durch die Verwendung von o = 0.1 und
£ = 0.9 iiberpriift wurde. Damit verliert die Metrik fiir den Zweck dieser Ar-
beit jedoch ihre Allgemeingiiltigkeit, da die Gewichtung fiir jeden Datensatz
unterschiedlich ausfallen kann.
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4.2 Die Analyseprozedur

Essentiell fiir die Datenassimilation ist das Akquirieren von Daten mittels Si-
mulationen. Im Rahmen dieser Arbeit werden Ensembles von Simulationsldufen
generiert, da die Auswirkung der Simulationsparameter in Hinblick auf die
Ahnlichkeit zu den gemessenen Daten nicht offensichtlich ist. Fiir das Generie-
ren von Ensembles und deren Analyse wird im Folgenden eine Analyseprozedur
vorgestellt, die alle notwendigen Schritte in sinnvoller Reihenfolge kombiniert.
Dafiir wurde das in Abschnitt[2.4] vorgestellte Framework Voreen erweitert und
daraus eine Anwendung erstellt. Mit deren Hilfe sind Domainexperten in der
Lage, ihre mittels 4D-Phasenkontrast-MR gemessenen Daten zu importieren
und Simulationen zu konfigurieren. Die Anwendung wurde auf die der Ar-
beit zugrundeliegenden Daten der Arbeitsgruppe Magnetresonanz am Institut
fiir Medizinische Mikrobiologie der Universitét Jena zugeschnitten und durch
Feedback von Verena Hoerr und Ali Nahardani angepasst.

4.2.1 Vorverarbeitung

Die bereits erwahnten, der Arbeit zugrundeliegenden Daten wurden in unter-
schiedlichen Formaten zur Verfiigung gestellt. Zunédchst kam ein zuvor entwi-
ckeltes Format eines ehemaligen Mitarbeiters der Arbeitsgruppe, Philipp Rene
Bovenkamp, zum Einsatz. Bei diesem wurden notwendige Metadaten, nament-
liche Auflésung, Spacing und die Anzahl der Zeitschritte (vgl. Abschnitt ,
in einer separaten Textdatei gespeichert. Es sei erwdhnt, dass fiir diese Ar-
beit ausschliefllich Datensétze mit statischen Stromungen verwendet wurden,
sodass stets ein einzelner Zeitschritt je Messung zur Verfiigung steht. Die ana-
tomischen Daten, bzw. Rekonstruktionen der Phasenbilder fiir jede Dimensi-
on (vgl. Abschnitt wurden in dem Format jeweils Scheibenweise in ei-
ne ASCII-Textdatei geschrieben. Das Lesen dieser Dateien ist sehr langsam,
weshalb ein Vorverarbeitungsschritt eingefithrt wurde, bei dem die Daten in
das Voreen-eigene, XML-basierte Volumenformat konvertiert wurden. Darin
sind die Rohdaten kompakt in Bindrform gespeichert und es konnen weite-
re Metadaten hinzugefiigt werden. Bei der Konvertierung wurde so fiir jeden
Zeitschritt je ein Datensatz fiir Magnitude (aus dem anatomischen Daten) und
Geschwindigkeit erzeugt. Dieser enthélt neben der Auflésung und dem Spacing
zusitzlich noch den Namen des Feldes, also Magnitude oder Geschwindigkeit,
sowie einen Namen zur Identifikation der Messung. Daten aktuellerer Messun-
gen wurden im Nifti-Format zur Verfiigung gestellt. Diese enthalten jedoch
ausschlielich die Rekonstruktionen der Phasenbilder. Hier wurde jeweils ein
weiteres Volumen berechnet, welches die entsprechenden Magnituden beinhal-
tet, um dem Aufbau zuvor genannten Daten zu gleichen. Da es sich um grofle
Ensembles mit vielen Simulationslaufen und Zeitschritten handeln kann, auf
denen Algorithmen ausgefiihrt werden, spielt die Speicherverwaltung eine be-
sondere Rolle fiir die Interaktivitdt der Anwendung. Bei einem Ensemble von
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30 Simulationslédufen mit jeweils 20 Zeitschritten der Grofle von 64MB, was
einer Auflésung von 256 Voxeln entspricht, sind somit bereits mehr als 38GB
zu bewdltigen. Das Speichermanagement von Voreen implementiert zu diesen
Zweck einen dynamischen Lademechanismus fiir das verwendete Format. Da-
bei werden Volumendaten erst dann aus dem meist langsamen Massenspeicher
in den schnellen Haupt-, bzw. Grafikspeicher geladen, wenn diese benotigt
werden. Wird die Kapazitit des Hauptspeichers durch das sukzessive Einla-
den mehrere Volumen iiberschritten, so werden bereits eingeladene nach dem
LRU —Prinzipﬂ wieder aus dem Hauptspeicher verdrangt.

\\ //L\\\ /
] \ / /// N \\/
4 ‘// //
.'\Q .>¢<‘\\\\ //,
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~ o o
(a) Visualisierung des anatomischen Bildes (b) Visualisierung des mit einer ROI
vor der Segmentierung. Die Strémung im (orange) zugeschnittenen Volumens. Der
Aneurysma ist nicht klar zu erkennen und Ubergang vom Schlauch der Pumpe zum
der Ubergang vom Schlauch der Pumpe Phantom wurde entfernt.

zum Phantom sollte nicht Teil der Simu-
lation sein.

(¢) Visualisierung nach Anwendung ei- (d) Visualisierung der extrahierten Isofliche
nes Medianfilters, Binarisierung und eines mit Einlass (griin), Auslass (rot), Mittellinie
Gaufifilters. (blau) und GeféBgraphen (schwarz).

Abbildung 4.4: Die Segmentierung fiir einen bereits maskierten Datensatz erfolgt
in vier Schritten am Beispiel eines Aneurysmen-Datensatzes.

2LRU: Least Recently Used - am lingsten nicht verwendet
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4.2.2 Segmentierung

Die Segmentierung der Phantome bzw. deren Inneren dient als Simulations-
doméine, sodass ihr Ergebnis den Ausgang der Simulation mitbestimmt. In den
alteren Datensitzen wurden die entsprechenden Regionen bereits maskiert, so-
dass eine Segmentierung beinahe unmittelbar vorliegt. Dennoch enthalten die-
se durch die Messtechnik bedingte, unsaubere Oberflichen, da die Maskierung
nicht optimal ist (siehe Abbildung [4.4(a)} Die aktuelleren Datensétze enthal-
ten grofle, uninteressante Regionen und starkes Rauschen. Die Anwendung
erlaubt daher zunéchst das interaktive Auswéhlen einer quaderformigen Regi-
on (ROIE[), womit bereits ein gewisser Teil des unerwiinschten Inhalts entfernt
werden kann (siehe Abbildung [4.4(b)|). AnschlieBend wird eine Kombination
von Filtern auf die Region angewendet, deren Ziel das Erzeugen einer Maske
fiir das enthaltende Phantom ist. Dafiir kommt ein 3x3-Medianfilter und eine
Binarisierung zum Einsatz, wodurch das Rauschen bereits entfernen werden
kann. Der Schwellenwert muss dabei abhéngig von der Stéirke des Rauschens
gewihlt werden und unterscheidet sich insbesondere fiir die alten und neuen
Daten. Ferner wird ein dreidimensionaler Gauf3-Filter angewendet, sodass eine
gewisse Glattung erreicht wird, ohne zu viele Details zu verlieren. Die Anwen-
dung der Filter wurde durch eine qualitative Einschiatzung des Ergebnisses
(sieche Abbildung {.4(c)) festgelegt. Dabei wurde die Verwendung moglichst
weniger Filter angestrebt, um deren jeweiligen Effekt auf das Ergebnis gut
einschétzen zu konnen. Im néchsten Schritt kann mit dem Marching Cubes-
Algorithmus eine Isofliche der erhaltenen Maske berechnet werden, welche
als Menge von Dreiecken vorliegt. Durch das Binarisieren und Gléatten sollte
der Isowert im Intervall (0, 1] so gewéhlt werden, dass das Volumen moglichst
grofl ausfillt, jedoch keine unerwiinschten Verbindungen entstehen (siehe Ab-
bildung . Sollte die so erhaltene Isofliche dennoch nicht optimal sein,
konnen weitere Filter verwendet oder die vorhandenen angepasst werden. Pha-
senumkehrungen (vgl. Abschnitt konnen beispielsweise vereinzelt in Be-
reichen hoher Magnituden sehr niedrige zur Folge haben. Je nach Groéfle des
betroffenen Bereiches miisste ein entsprechender Algorithmus angewendet wer-
den, um die tatséachlichen Magnituden wiederherzustellen, was in dieser Arbeit
nicht behandelt wird. Ist dies jedoch nur vereinzelt der Fall, kann es ausreichen,
eine groflere Nachbarschaft fiir den Medianfilter zu verwenden. Da dies jedoch
unerwiinschte Nebeneffekte an anderer Stelle zur Folge haben kann, koénnen
auch morphologische Operationen, also Dilatation und anschliefende Erosion
auf das bereits binarisierte Ergebnis angewendet werden. Sollten in der Region
hingegen freistehende, durch Rauschen verursachte Artefakte vorhanden sein,
kénnen diese mit den in umgekehrter Reihenfolge angewendeten morphologi-
schen Operationen entfernt werden. Die Isoflaichen werden von dem verwende-
ten Simulationsframework OpenL.LB benétigt, um fiir das in der LBM genutz-
te Gitter zu initialisieren. Dabei wird entsprechend der gewihlten Auflosung

3ROLI: Region Of Interest - eine Region von Interesse
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Fluid Viskositét [x1072m?s™!] Dichte [kgm™3]
Wasser (ca. 30°C -10°C) 0.8—-1.35 995.6 — 1000
Blut (variable Bedingungen) 3—4 1043 — 1057

Tabelle 4.2: Literaturwerte der Viskositiat und Dichte von Wasser und Blut.

fiir jeden Gitterpunkt getestet, ob dieser zur Simulationsdoméne gehort. Die
Isofliche wird also als Simulationsgeometrie verwendet. Der verwendete Al-
gorithmus schieft dafiir einen Strahl in jede der drei Raumrichtungen und
zéhlt die Anzahl der Schnittpunkte mit der Geometrie. Ist diese ungerade, so
wird der Gitterpunkt zur Simulationsdoméne gezahlt. Der Algorithmus besitzt
zwar eine gewisse Robustheit gegeniiber Lochern in der Geometrie, es werden
jedoch unter Umsténden auch inkorrekte Ergebnisse erzeugt. Zunéchst wird
daher die Moglichkeit geboten, das Resultat des Tests zu visualisieren. Sind
Probleme offensichtlich, so kénnen anschliefend Locher in der Geometrie auto-
matisiert geschlossen werden. Dafiir wird jede zusammenhéngende Menge von
Seiten der durch den Marching Cube-Algorithmus erzeugten Dreiecke iteriert,
welche diese Seiten mit keinem anderen Dreieck teilen. Fiir jedes so definierte
Loch in der Geometrie wird ein neuer Punkt eingefiigt. Fiir alle beteiligten
Seiten wird ein neues Dreieck ergénzt, dessen dritter Punkt durch den Schwer-
punkt aller Endpunkte definiert wird. Implementiert wurde dies mithilfe der
Half-FEdge-Datenstruktur, welche die benotigten Informationen der Konnek-
tivitdt zwischen den Dreiecken bereitstellt. Es sei jedoch erwiahnt, dass das
Uberfithren in die Datenstruktur bei komplexen Geometrien ein sehr rechen-
intensiver Schritt ist. Fiir die vorliegenden Daten hat das Schlieflen der Locher
keinen Vorteil bedeutet, jedoch sei hiermit auf die Moglichkeit dieser Optimie-
rung verwiesen.

Die Segmentierung wurde fiir eine einzelne Geometrie beschrieben, jedoch
liegen zu den Phantomen mehrere Messungen, bzw. zukiinftig mehrere Zeit-
schritte fiir jede Messung vor. Fiir die in dieser Arbeit verwendeten Daten
unterscheiden sich die Phantome je Messung jedoch nicht oder kaum, da diese
aus einem (relativ) statischen Material angefertigt wurden (vgl. Kapitel[f]). Aus
diesem Grund wurde fiir die Segmentierung eine beliebige Messung gewahlt
und im Folgenden als Referenz verwendet. Die {ibrigen Messungen kommen in
einem spateren Schritt ebenfalls zum Einsatz.

4.2.3 Simulation

Nachdem die Simulationsgeometrie wie im vorangegangene Unterabschnitt aus
der Segmentierung eines Referenzdatensatzes generiert wurde, wird nun die
Simulation selbst bzw. das Erstellen eines Ensembles thematisiert. Da letz-
terem unterschiedlicher Parametrisierungen zugrunde liegen (vgl. Unterab-
schnitt , spielt die Wahl der Parameter eine gesonderte Rolle. Die Geo-

metrie wird dabei zur Initialisierung des Simulationsgitters verwendet, wo-
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durch die Simulationsdoméne initialisiert wird. Jeder Voxel des Gitters wird
dabei letztlich durch ein Material bzw., allgemeiner, durch einen Typen re-
présentiert. So werden alle innerhalb der Geometrie liegenden Voxel zunéchst
als ein Fluid initialisiert, die unmittelbar auflerhalb liegenden als Wand. Die
Eigenschaften des Fluides sind dabei Teil der Parametrisierung und durch de-
ren Viskositdt n und Dichte p definiert. Giiltige Werte sind dabei fiir die ver-
wendeten Fliissigkeiten der Literatur zu entnehmen, zu sehen in Tabelle [.2]
In der implementierten Anwendung werden dabei Intervalle fiir Wasser und
Blut zur Auswahl gestellt. Die Messungen zur Akquirierung der in dieser Ar-
beit verwendeten Datensdtze wurden dabei zwar ausschliellich mit Wasser
durchgefiihrt, allerdings soll die Implementation in Zukunft auch fiir die nicht
verwendeten, aber bereits vorliegenden Messungen von M&ausen genutzt wer-
den konnen. Um innerhalb der Geometrie eine Stromung zu simulieren, miissen
Ein- und Ausléasse definiert werden, welche zudem deren Richtung festlegen. Zu
diesem Zweck wird die bei der Segmentierung erhaltene Maske wiederverwen-
det. Mithilfe des von Drees et al. [3] implementierten Algorithmus wird zu der
Geometrie in einem effizienten, iterativen Prozess ein Gefafigraph und die Mit-
tellinie ermittelt (siehe Abbildung [4.4(d)]). Die Endknoten des Gefiafigraphen,
also jene Knoten mit Grad 1, stellen Kandidaten fiir Ein- und Auslésse dar.
Prinzipiell 1asst sich eine Simulation in beide Richtungen durchfiihren. Da die
simulierten Daten den gemessenen jedoch &hneln sollen, sollte die Richtung
also identisch gewéhlt sein. Zu diesem Zweck wurde eine Heuristik implemen-
tiert, die automatisiert zu den Endknoten die Richtung ermittelt. Dafiir wird
in dem gemessenen Referenzdatensatz an der Position der jeweiligen Knoten
die normalisierte Richtung d der lokalen Stromung ausgelesen und mit dem
Normalenvektor 7 vom Knoten entlang der Mittellinie verglichen. Unter Ver-
wendung eines Schwellenwertes h € [0, 7] kann durch

n) < h
i) >n—h (4.15)

Einlass wenn arccos(d -
Typ = < Auslass wenn arccos(cf

unbekannt sonst

der Typ des Knotens ermittelt werden. Weisen die gemessenen Daten im Be-
reich der Kandidaten turbulente Strémungen auf, kann die simple Heuristik
den Typen nicht klassifizieren und der Nutzer muss mithilfe der Benutzero-
berfliche eine manuelle Auswahl treffen. Dafiir ist die Kenntnis des Daten-
satzes erforderlich oder es wird zuvor auf eine Visualisierung des gemessenen
Vektorfeldes zuriickgegriffen. Zur Auswahl stehen zur Zeit Stromungslinien,
deren lokale Richtung farblich kodiert wurde, sowie eine Visualisierung mit-
tels Pfeil-Glyphen. Eine Verbesserung der Heuristik kann jedoch beispielsweise
durch Einbeziehen umliegender Voxel und Durchschnittsbildung erreicht wer-
den. Die durch den Algorithmus und die Heuristik initialisierten Kandidaten
miissen nicht zwangsldufig das gewiinschte Ergebnis reprasentieren, es kénnen
auch falsch positive gefunden werden. Diese lassen sich ebenfalls mithilfe der
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Benutzeroberfliche deaktivieren. Die Eigenschaften der gewiinschten Kandida-
ten konnen dagegen noch modifiziert werden. Es wird das Verschieben entlang
der Mittellinie und das Anpassen des lokalen Durchmessers unterstiitzt, dessen
moglichst genaue Angleichung an die umliegende Gefiliwand fiir die Initiali-
sierung des Poiseuille-Geschwindigkeitsprofils wichtig ist. Zusétzlich kann fiir
jeden Einlass eine Anlaufphase definiert werden, bei dem die Strémungsge-
schwindigkeit bis hin zur Zielgeschwindigkeit u,. langsam erhéht wird. Die ge-
samte Simulationsdomine wird zu Beginn stets mit der Geschwindigkeit 0
initialisiert, was bei unmittelbar anliegender Zielgeschwindigkeit zu einem ab-
rupten Dichteunterschied fiithrt und Instabilitit zur Folge haben kann [16]. Aus
diesem Grund wird in der Literatur fiir die Anlaufphase meist eine sinusoida-
le Geschwindigkeitsentwicklung gewé&hlt, welche auch in der implementierten
Anwendung zur Verfiigung gestellt wird. Sei t; die angestrebte Dauer der Si-
mulation in Sekunden, dann wird die Dauer der Anlaufphase t, initialisiert
durch t, = 1t4, ist aber beliebig im Intervall [0,¢,] wihlbar. Damit hat sie
standardméfig einen nicht zu vernachléssigenden Anteil an der Simulations-
dauer. Die Magnitude der aktuellen Maximalgeschwindigkeit u(¢) wird dann
fiir jeden Einlass berechnet durch

t

) sin(—g—i—gm’)—i—l
u(t) = {Uc ———— wennt <t (4.16)

Ue sonst.

Aktuell wird fiir jeden Einlass dieselbe Zielgeschwindigkeit angestrebt, da fiir
die verwendeten Datensétze jeweils nur genau ein Einlass notwendig ist. Das
Geschwindigkeitsprofil héngt allerdings vom jeweiligen Durchmesser ab. Als
Referenzwert fiir die charakteristische Geschwindigkeit u,. wird automatisch
die maximale Geschwindigkeit innerhalb des Referenzdatensatzes gewéhlt (vgl.
Unterabschnitt .

Ferner lassen sich weitere Informationen aus dem Geféf3graphen ermitteln,
welche als Anhaltspunkt fiir die Parametrisierung dienen koénnen. So wird
unter anderem der minimale, maximale und durchschnittliche Durchmesser
durch den Algorithmus von Drees et al. ermittelt. In der Anwendung wird
dabei automatisch der durchschnittliche Durchmesser als Referenzwert fiir die
charakteristische Linge gewahlt, sie erlaubt aber auch das manuelle Ausmes-
sen eines beliebigen Abstands. Dafiir kann interaktiv ein Referenzpunkt der
Messung gewéhlt werden, dessen Abstand zu einem beliebigen anderen durch
Fithren des Cursors angezeigt wird. Der Gitterabstand Az kann nun impli-
zit durch die charakteristische Lénge [, sowie die Wahl der Auflésung N mit
Ax = % angegeben werden. Da inkompressible Fluide simuliert werden sol-
len, muss die akustische Skalierung At o« Ax eingehalten werden. Verdoppelt
man also die rdumliche Auflésung, muss die Lénge eines Zeitschritts At eben-
falls verdoppelt werden (vgl. Unterabschnitt . Aus diesem Grund ist eine
zeitliche Auflosung M Teil der Parametrisierung, mit welcher die Lénge ei-
nes Zeitschritts durch At = % berechnet werden kann. Der dimensionslose
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Relaxationsparamter 7* wird dann vom verwendeten Framework anhand von

Gleichung automatisch berechnet durch

., 1At

T = o7 pAgE (4.17)
Ferner wird die dimensionslose Dichte p* wie in der LBM f{iblich auf den Wert
1 gesetzt. Der letzte festzulegende Parameter ist die Smagorinsky-Konstante
Cj, deren Effekt auf die Simulation nicht vorhergesagt werden kann. Aus die-
sem Grund wird ein Ensemble von Parametrisierungen erstellt. Dafiir wird
fiir jeden der zuvor genannten Parameter (N, M, [, u.,n,p,Cs) ein Intervall
festgelegt. Die Grenzen sind dabei im Falle der Viskositdt und Dichte durch
die Literaturwerte, im Falle der charakteristischen Lénge und Geschwindigkeit
durch den Datensatz und andernfalls durch an der Literatur orientierte Werte
definiert. Die Intervalle konnen dann beliebig aber gleichméfig diskretisiert
werden. Damit wird das Problem offensichtlich, dass aufgrund der hohen Pa-
rameterzahl eine Vielzahl von Simulationen notwendig werden wiirde. Bereits
bei einer Unterteilung der Intervalle in drei Werte wiren letztlich 37 = 2187
Simulation notwendig, um das Zusammenspiel der Parameter zu analysieren.
Tatséchlich miissen jedoch nicht alle Kombinationen betrachtet werden. Die
charakteristische Lange und rdumliche Auflosung definieren in Kombination
nur den Gitterabstand und werden lediglich beide verwendet, um die Kon-
figuration intuitiver zu gestalten. Des Weiteren sind der Gitterabstand und
die zeitliche Auflésung zwei Parameter, welche fiir die verwendete Simulati-
onsgeometrie einmalig bestimmt und dann fiir weitere Simulationen konstant
gehalten werden konnen. Sobald der Einfluss eines weiteren Parameters auf die
Simulation in Hinblick auf die Ahnlichkeit zu den gemessenen Daten ermittelt
wurde, kann dann anstelle des Intervalls ein einzelner Wert definiert werden.
Auf weitere Details diesbeziiglich wird im Analyseabschnitt eingegangen.

Die Parametrisierungen erhalten dabei zur Identifizierung einen eindeutigen
Namen. Die Diskretisierung der Intervalle wird dabei auf héchstens 26 Ein-
heiten beschrankt, da mehr ohnehin nicht sinnvoll wéren. So ldsst sich jede
Einheit jedes Parameters mit einem Buchstaben des Alphabets kennzeichnen,
wodurch sich beispielsweise fiir zwei Parameter und zwei Einheiten je Intervall
die Zeichenfolgen AA, AB, BA und BB ergeben. Diese konnen ferner mit ei-
nem Préfix versehen werden, um verschiedene Gruppen von Simulationslaufen
innerhalb eines Ensembles zu unterscheiden. Das Ensemble selbst erhélt eben-
falls einen Namen, um die Auswertung zu vereinfachen.

Die Ausgabe der Simulation kann ebenfalls konfiguriert werden. So kann
je nach Zweck fiir die Analyse gewahlt werden, ob die makroskopische Ge-
schwindigkeit, deren Magnitude und der Druck aus dem Simulationsgitter re-
konstruiert werden sollen. Diese Liste ist prinzipiell beliebig erweiterbar, bei-
spielsweise um die Scherung an den Grenzen der Simulationsdoméne, bzw. an
den Gefawinden. In dieser Arbeit werden jedoch nur die Geschwindigkeit
und deren Magnitude verwendet, da fiir diese ein unmittelbares Aquivalent
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in den gemessenen Daten vorliegt. Bei einer Simulationsgeometrie der Sei-
tenldnge 50mm, einer charakteristischen Lénge von 5mm, einer rdumlichen
Auflésung von N = 40 und einer zeitlichen Auflésung von M = 20 wiirden fiir
eine Simulationsdauer von t; = 2s insgesamt 320 Zeitschritte mit jeweils 4003
Voxeln berechnet werden. Da letztlich jedoch nur statische Stromungen gemes-
sen wurden und somit simuliert werden soll, ist damit aber nur ein Bruchteil
der Daten notwendig, um die Ahnlichkeit untersuchen zu kénnen. Von be-
sonderem Interesse ist dabei der zuletzt simulierte Zeitschritt, sowie einige
gleichméfig verteilte, vorangegangene Zeitschritte, um den Verlauf der Simu-
lation einschétzen zu konnen. So ist beispielsweise ein frither Abbruch méoglich,
wenn eine Simulation instabil wurde oder aber sie konvergiert nicht zu einer
statischen Stromung. Dabei wurden zwei Bedingungen implementiert, die zu
vorzeitigem Abbruch fithren kénnen. Zum einen darf in der LBM eine maxima-
le Geschwindigkeit von u} gemafl Bedingung nicht {iberschritten werden.
Zum anderen kénnen Parametrisierungen dazu fithren, dass entweder gar keine
Stromung entsteht oder diese konvergiert. Dafiir wird die Standardabweichung
o der durchschnittlichen Energie ¢ aller N Zeitschritte im Zeitraum der letzten
simulierten Sekunde iiber

1 = -

o) =\| v izlwz 0P < b (4.18)
mit einem Schwellenwert e = 10~°, multipliziert mit dem Erwartungswert ¢,
verglichen [16]. Die durchschnittliche Energie berechnet sich dabei anhand der
quadrierten Geschwindigkeiten aller Zellen und bietet sich daher als Merkmal
fiir die Anderung des Systems an [16]. Im Falle der Konvergenz wird die Simu-
lation vorzeitig abgebrochen. Letztlich werden somit etwa 20 gleichméfBig iiber
die Simulationsdauer verteilte Zeitschritte ausgegeben. Eine weitere Moglichkeit,
die Ausgabegrofie zu reduzieren, ist durch das Vermindern der rdumlichen
Auflésung gegeben. Die Simulationen werden zunéchst mit einer hohen Auflo-
sung durchgefiihrt, um ein physikalisch méglichst akkurates Ergebnis zu liefern.
Fiir die Analyse kann jedoch auch eine deutlich geringere Auflésung vollkom-
men ausreichend sein. Diese muss jedoch zunéchst ermittelt werden, worauf in
einem folgenden Unterkapitel eingegangen wird.

Die Parametrisierungen konnen dabei interaktiv in einer zur Verfiigung ge-
stellten Benutzeroberfliche konfiguriert werden. Zum Durchfithren der Simu-
lationen wurden zwei Moglichkeiten implementiert. Die Konfiguration und Si-
mulation kann auf demselben Computersystem durchgefiihrt werden. Dabei
kann jede Parametrisierung einzeln ausgewéhlt und simuliert werden, was ins-
besondere fiir die Fehlersuche sinnvoll sein kann. Schliefflich ist es kein triviales
Problem, eine funktionierende und gleichzeitig realistische Parametrisierung zu
finden. Da die Laufzeit fiir grole Ensembles oder sogar einzelne Simulationen
je nach Grofle, Parametrisierung und verwendeter Hardware mehrere Stunden
bis Tage betragen kann, wurde zudem eine Schnittstelle zum Palma IT Re-
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chencluster der WWU Miinster implementiert. Dieses stellt 434 Rechenknoten
mit jeweils 72 logischen Rechenkernen und mindestens 92GB RAM bereit, auf
welchem sowohl eine Intel-, als auch eine GCC-Toolchain zur Verfiigung steht.
Die LBM bietet durch das uniforme Gitter optimale Eigenschaften zur Paralle-
lisierung, welche von dem verwendeten Framework OpenL.B mittels OpenMP,
MPI, sowie einem hybriden Betrieb ausgeschopft werden kénnen. Aus der lo-
kal eingestellten Parametrisierung kénnen Jobs fiir das Rechencluster erstellt
werden, was die potentielle praktische Grofle von Ensembles immens anhebt.
Dafiir wurde auf dem Cluster eine modifizierte Version des Simulationsquell-
codes fiir beide Toolchains kompiliert. Fiir das gesamte Ensemble wird dann
eine Konfigurationsverzeichnis erstellt, welches die Simulationsgeometrie und
die einzelnen Parametrisierungen enthélt. Dieses wird per SSH auf das Cluster
iibertragen und dann fiir jede Parametrisierung ein Job iibermittelt, welcher in
die Warteschlange des System eingereiht wird. Fiir die Jobs kénnen je Ensem-
ble die bendtigten bzw. zu verwendenden Ressourcen eingestellt werden. Dabei
wird eine breite Verteilung der Jobs angestrebt, d. h. jedem Job werden wenige
Ressourcen zugeordnet, wohingegen viele Jobs gleichzeitig laufen kénnen. Dies
hat bei groflen Ensembles den Vorteil, dass die Jobs in etwa gleichzeitig abge-
schlossen sein werden und die Weiterverarbeitung unmittelbar erfolgen kann.
Das gleichzeitige Simulieren mehrerer Ensembles ist ebenfalls moglich. Letzt-
lich ist die Schnittstelle fiir andere Cluster adaptierbar, sodass diese bereits am
Institut fiir Medizinische Mikrobiologie der Universitéit Jena auf der dortigen
IT-Infrastruktur eingesetzt werden konnte.

4.2.4 Nachbearbeitung

Nach Beendigung aller Jobs eines Ensembles konnen die Ergebnisse per SSH
auf das lokale System iibertragen und dort fiir die weitere Analyse prapariert
werden. Dafiir wird fiir jede rekonstruierte Grofle, also z. B. die Geschwindig-
keit, aus den vorliegenden Zeitschritten zunéchst ein neues Ensemble erstellt.
Dies ist notwendig, da auch Gréflen rekonstruiert werden kénnen, fiir die zur
Zeit kein Aquivalent der gemessenen Daten zur Verfiigung steht. Auf der ande-
ren Seite muss nicht notwendigerweise jede der mit den gemessenen Daten zur
Verfiigung gestellten Groflen auch aus den Simulationen rekonstruiert werden.
In dieser neuen Struktur konnen somit gemessene und simulierte Daten zusam-
mengefiithrt werden, was fiir deren Vergleich unerlésslich ist. Ein weitere Vorteil
der Trennung nach den Groflen ist, dass beispielsweise aus dem Ensemble, wel-
ches die Geschwindigkeiten enthélt, andere Groflen abgeleitet werden konnen
und somit ein neues Ensemble erzeugen. Die Analyseprozedur kann an dieser
Stelle unter der Verwendung von Python-Skripten beliebig erweitert werden.
Einige Moglichkeiten werden im Ausblick diskutiert. Des Weiteren konnen an
dieser Stelle auch Simulationslaufe aussortiert werden, welche nur einen Zeit-
schritt enthalten, also friihzeitig abgebrochen sind oder es konnen Ensembles
derselben rekonstruierten Gréfie beliebig kombiniert werden. Fiir jedes Ensem-
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ble kann daraufthin, unter Verwendung einer der bereits aufgefithrten Metriken,
eine Ahnlichkeitsdarstellung generiert werden, aber auch fiir die Kombination
mehrerer Ensembles unterschiedlicher Groflen. Beispielsweise kann so die Ge-
schwindigkeit, welche selbst eine Kombination von Magnitude und Richtung
darstellt, mit dem Druck und weiteren Stromungsrelevanten Groflen kombi-
niert werden.

4.2.5 Analyse

Nachdem die Daten in ihrer finalen Form vorliegen, kann nun deren Analy-
se mithilfe der implementierten Anwendung erfolgen. Da es letztlich um den
Vergleich der Ahnlichkeiten der Ensembleteilnehmer untereinander geht, wird
der verbreitete Ansatz gewihlt, zunichst einen Uberblick iiber die Daten zu
bekommen und Details nur nach Notwendigkeit zu erhalten [4, [19]. Da zu Be-
ginn keine Kenntnis iiber die Auswirkung der einzelnen Simulationsparameter
besteht, miissen einige initiale Simulationen durchgefiihrt werden, um einen
Uberblick zu bekommen. Dazu muss zunéchst die zu simulierende zeitliche und
raumliche Auflosung gefunden werden, welche eine hinreichende physikalische
Prézision bietet, sowie die raumliche Auflésung der Ausgabe. Dafiir werden alle
Parameter mit einem beliebigen, aber plausiblen Wert initialisiert (vgl. Unter-
abschnitt . Anschlieflend wird lokal eine Testsimulation gestartet, um die
zeitliche Auflosung festzulegen, wobei im Wesentlichen die Stabilitéit der Simu-
lation als Kriterium zu verwenden ist. Wurde eine stabile Konfiguration gefun-
den, kann nun durch die akustische Skalierung die raumliche Auflosung beliebig
verdndert werden. Die Ausgabegrofie des so generierten Ensembles wird nun
nicht im Vorhinein beschrankt, stattdessen werden zusétzlich niedrig aufgeloste
Versionen generiert und in das Ensemble eingefiigt. Die Auflésung sollte dabei
zunéchst so hoch wie moglich gewéhlt werden, bei gleichzeitiger Erhaltung der
Interaktivitdt der Anwendung. Fiir das so erhaltene Ensemble wird dann eine
Ahnlichkeitsdarstellung generiert und es kann visuell iiberpriift werden, wel-
che rdumliche Auflésung fiir den Datensatz ausreichend ist. Im Idealfall liegt
eine Konvergenz der Ahnlichkeiten bei konstanter Erhshung der Auflésung vor
und die in Zukunft verwendete kann durch das Abwégen der Ahnlichkeit zur
nachst hoheren bestimmt werden. Da es sich hierbei um einen qualitativen
Prozess handelt, sollte im Zweifel eher eine hchere anstatt einer niedrigeren
Auflésung gewihlt werden. Zusétzlich kann nun die Ahnlichkeit der gewiihlten
Simulation zu ihrer geringer aufgeldsten Version betrachtet werden. Fallt diese
ebenfalls gering in Relation zur Ahnlichkeit zu anderen Auflésungen aus, so
wurde eine angemessene Auflosung fiir die Ausgabe gefunden. Falls nicht, kann
diese erhoht werden, bis ein zufriedenstellendes Ergebnis erreicht wurde. Da-
mit wird die Ahnlichkeitsdarstellung an den Anfang der Analyse gestellt und
bietet einen Uberblick iiber das gesamte Ensemble. In einem nichsten Schritt
kann wie zuvor beschrieben nun auch der Einfluss der einzelnen Parameter
auf die Ahnlichkeit zu den gemessenen Daten bestimmt werden. Dafiir werden
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nun die rdumliche und zeitliche Auflésung fixiert und die Dichte, Viskositét,
charakteristische Geschwindigkeit und Smagorinsky-Konstante variiert, sodass
moglicherweise weitere Parameter fixiert werden konnen.

Die Ahnlichkeitsdarstellung bietet somit schon eine Grundlage, den gemes-
senen Daten dhnliche Simulationen zu generieren. Allerdings ist nicht klar,
woraus Unéhnlichkeiten resultieren. Zur Beantwortung dieser Frage werden
interaktive Werkzeuge in koordinierten Ansichten geboten, deren Zusammen-
spiel im Folgenden erlautert wird.

Volumenvisualisierung Mittels DVR—Raycastingﬁ und einer passenden Trans-
ferfunktion kann die Magnitude eines einzelnen oder mehrerer Zeitschritte des-
selben oder verschiedener Ensembleteilnehmer nebeneinandergestellt visuali-
siert werden. Als Transferfunktion kann beispielsweise eine Heatmap, also ein
mit zunehmender Magnitude von rot iiber gelb nach weifl verlaufender Gradi-
ent, verwendet werden. Zusétzlich konnen Informationen iiber den jeweiligen
Zeitschritt in Textform eingeblendet werden, wie etwa die Simulationspara-
meter, der Zeitschritt und der Name des Simulationslaufs, bzw. der Messung.
Da die Magnitude keine Auskunft iiber die Richtung gibt, kann auch fiir jeden
Kanal eine eigene Transferfunktion gewahlt werden. Da so jedoch das Problem
der Verdeckung von im Inneren liegenden Stromungen besteht, wird zusétzlich
eine Ebene visualisiert, welche anhand einer Griff-Metapher beliebig ausge-
richtet werden kann. Der Schnitt des Volumens mit der Ebene wird dann in
einer weiteren Ansicht dargestellt. Durch das Bewegen des Mauscursors kann
zu jedem Pixel des Schnitts die lokale Geschwindigkeit angezeigt werden. Da
die Ausrichtung des Schnittbildes jedoch nicht eindeutig ist, wird wéhrend der
Bewegung des Cursors gleichzeitig die entsprechende Position in der dreidi-
mensionalen Volumendarstellung angezeigt.

Stromungslinien Fiir jeden Zeitschritt konnen durch klassische Runge-Kutta-
Integration Stromungslinien generiert und als Menge von kolorierten Pfaden
visualisiert werden. Dabei konnen die lokale Richtung und Magnitude farblich
kodiert werden. Anhand der Stromungslinien zweier Zeitschritte lassen sich
optisch leicht Unterschiede in Hinblick auf Turbulenzen feststellen. Zusétzlich
konnen diese mit dem Quickbundles-Algorithmus [8] gebiindelt werden, sofern
es aufgrund der Menge an Stromungslinien zur Verdeckung interessanter Re-
gionen kommt.

Differenzvisualisierung Das Visualisieren zweier Zeitschritte mit den genann-
ten Methoden kann bereits zu einer schnellen Feststellung der Herkunft der
Unéhnlichkeit fithren. Unterschiede kénnen jedoch auch unauffillig sein, da
sie sich {iber die gesamte Doméne verteilen oder aber lokal begrenzt sind.
Dafiir kann durch Bilden der Differenz beider représentativer Vektorfelder ein

4DVR: Direct Volume Rendering
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Abbildung 4.5: Die Benutzeroberfliche der Anwendung fiir den Endanwender.
Zu sehen sind die koordinierten Ansichten, welche iiber Inter-
aktion mit der Maus und der Tastatur zu bedienen sind. Auf
der rechten Seite befinden sich die logisch gruppierten Einstel-
lungsmoglichkeiten.

neues erzeugt und erneut mittels einer Volumenvisualisierung dargestellt wer-
den. Dafiir sollte jeder Kanal eine unterscheidbare Transferfunktion erhalten,
sodass Regionen geringer Unterschiede eine hohe Transparenz und jene mit
groflen Unterschieden eine hoher Opazitéit erhalten. Bewédhrt hat sich dabei
die Verwendung der Farben rot, griin und blau fiir die x-, y- und z-Richtung.
Auch hier kann, analog zur Volumenvisualisierung eines Zeitschrittes, ein be-
liebiger Schnitt durch das Volumen dargestellt werden, um Details im Inneren
erkennbar zu machen.

4.3 Die Anwendung

Basierend auf Voreen (vgl. Abschnitt wurden alle genannten Werkzeuge in
einer interaktiven Anwendung mit koordinierten Ansichten vereint. Die Logik
wurde dabei durch vorhandene, modifizierte und zum Zwecke dieser Arbeit
erstellte Prozessoren in einem komplexen Netzwerk zusammengefiihrt, darge-
stellt in Abbildung Fiir den Endanwender ist die Komplexitit des Netz-
werks deutlich zu hoch, weshalb im sogenannten Anwendungsmodus nur die
wichtigsten Einstellungsmoglichkeiten logisch gruppiert zur Verfiigung gestellt
werden. Die so erhaltene Anwendung ist in Abbildung dargestellt.
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Abbildung 4.6: Das Netzwerk hinter der Anwendung. Einzelne Prozessoren bilden
Teilnetzwerke, beispielsweise zur Segmentierung oder Simulation
und sind entsprechend gruppiert. Zusétzlich sind viele Einstellun-
gen der Prozessoren iiber Links miteinander synchronisiert, welche

der Ubersicht halber ausgeblendet

42

wurden.
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Gegenstand dieses Kapitels ist das Anwenden der zuvor vorgestellten Ana-
lyseprozedur auf zwei vorliegende Datensétze unterschiedlicher Komplexitit,
welche mittels Phasenkontrast-MR unter Verwendung von Phantomen akqui-
riert wurden. Diese sind in Abbildung dargestellt. Als Fluid wurde je-
weils Leitungswasser bei Zimmertemperatur und Normaldruck verwendet, da
die Daten im Wesentlichen fiir die Erforschung neuer Stromungsmerkmale ge-
neriert wurden. Mithilfe dieser Merkmale sollen kritische Verédnderungen des
kardiovaskuldren Systems friihzeitig erkannt werden. Da ein Teil der notwendi-
gen Schritte fiir die Analyse beider Datensétze identisch ablauft, werden diese
exemplarisch am Beispiel des ersten erkldrt. Bei diesem handelt es sich um
den denkbar simplen Fall laminarer Stromung in einer, bzw. mehrerer iden-
tischer Rohren, fiir den sich zudem eine analytische Losung herleiten ldsst.
Aus diesem Grund wurden zum Zweck der Validierung der Methoden synthe-
tische Daten generiert, auf welche im folgenden Unterabschnitt eingegangen
wird. Der zweite Datensatz ist dagegen komplex in Bezug auf die Simulati-
onsgeometrie, da es sich um ein Aneurysma-Phantom handelt. Da jeweils eine
statische Stromung angestrebt wurde, ist nur ein einzelner Zeitschritt je Mes-
sung vorhanden. Abschlielend folgt eine Diskussion, in der die Erkenntnisse
der Analyse herausgestellt werden.

(a) Stabphantom (b) Aneurysma-Phantom

Abbildung 5.1: Die zwei in dieser Arbeit betrachteten Phantome. Zur Verfiigung
gestellt von Verena Hoerr, Ali Nahardani und Philipp Rene Bo-
venkamp [2].
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(a) Gitterkonstante: 120pm  (b) Gitterkonstante: 220 pm  (¢) Gitterkonstante: 320 pm

Abbildung 5.2: Querschnitt durch den Stabphantom-Datensatz, welcher drei Mes-
sungen unterschiedlicher Auflésungen bei sonst identischen Bedin-
gungen enthélt. Im Inneren sind die vier kleinen R6hrchen gut zu
erkennen, ebenso wie die unterschiedlichen Strémungsrichtungen,
welche mit weifl bzw. mit schwarz farblich kodiert sind. Die Daten
wurden von Ali Nahardani akquiriert.

5.1 Der Stabphantom-Datensatz

Beim sogenannten Stabphantom handelt es sich um einen Zylinder aus Acryl-
glas, welcher vier kleinere Rohrchen desselben Materials enthélt. Zwei dieser
Ro6hrchen sind auf einer Seite iiber Schlduche an eine Pumpe angeschlossen und
die iibrigen Enden wurden so miteinander verbunden, dass ein geschlossener
Kreislauf entsteht. Die Messung wurde mit einer von Ali Nahardani entwi-
ckelten Sequenz in einem 9.4 T-MR-Scanner mit verschiedenen Auflosungen
durchgefiihrt. Aus den so erhaltenen Daten wurde fiir jede Auflésung das Ge-
schwindigkeitsfeld rekonstruiert, deren Querschnitte in Abbildung 5.2 zu sehen
sind. Regionen mit starkem Rauschen waren wihrend der Messung mit Luft
gefiillt, jene mit schwachem Rauschen hingegen mit stehendem Wasser. Fiir die
folgende Analyse wird dabei nun représentativ eines der vier inneren Rohrchen
verwendet. Zu den Daten existieren hierbei keine anatomischen Bilder, die fiir
eine Segmentierung herangezogen werden konnen. Daher wurde der Datensatz
mit der hochsten Auflosung gewéhlt und die Magnitude aus dem Vektorfeld
berechnet. Die Segmentierung wurde zunédchst auf dem gesamten Datensatz
durchgefiihrt, analog zu dem in Unterabschnitt vorgestellten Verfahren.
Im Detail wurden dabei Gau- und Medianfilter zum Entfernen des Rauschens
angewendet, gefolgt von einer Binarisierung und einer Erosion, um das ho-
he Rauschen rings um die kleinen Rohrchen auszuschneiden. Die Ein- und
Auslésse wurden dann automatisch detektiert und die charakteristische Lange
und Geschwindigkeit auf den inneren Durchmesser der Rohrchen, bzw. auf die
hochste Magnitude im Datensatz gesetzt. Da sich die Stromungen zwischen
den vier Rohrchen nicht oder nur geringfiigig unterscheiden, wird letztlich nur
eines reprasentativ fiir die weitere Analyse verwendet.
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Abbildung 5.3: Ahnlichkeitsdarstellungen zur Analyse des Stabphantom-
Datensatzes.

Zunéchst muss die rdumliche Simulations- und Ausgabeauflésung bestimmt
werden. Dafiir wurde ein Ensemble generiert, bei dem die rédumliche Simula-
tionsauflosung variiert und die Ausgabeauflésung nicht begrenzt wurde. Alle
anderen Parameter wurden auf plausible Wert gesetzt, d. h. fiir die Dichte
und Viskositdt wurden die Literaturwerte fiir Wasser bei 20°C gesetzt. Die
Smagorinsky-Konstante wurde auf den Wert 0.5 gesetzt, was bereits recht la-
minare Stromungen zur Folge haben kann (vgl. Unterabschnitt . Fiir
die rdumliche Auflésung, welche sich auf die charakteristische Lénge bezieht,
wurden die Werte 20, 40, 60, 80 und 100 gewéhlt, was entsprechend der physi-
kalischen Dimensionen des Datensatzes eine effektive Aufléosung von 122, 245,
368, 491 und 614 Voxeln je Zeitschritt zur Folge hat. Als Simulationsausgabe
wurden dabei ausschliellich die Vektorfelder der Geschwindigkeiten gewéhlt.
Die zeitliche Auflésung wurde initial auf 20 gesetzt, was unmittelbar stabile
Simulationen lieferte. Die so erhaltenen Simulationsléufe wurden anschlieend
auf eine GroBe von 1283 Voxeln reduziert, da mit Auflésung jenseits von 2563
Voxeln je Zeitschritt keine interaktive Analyse mehr stattfinden kann. Aus die-
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sen und den hochaufgelosten Simulationsldufen wurde ein Ensemble erstellt,
welches mit der Ahnlichkeitsdarstellung, zu sehen in Abbildung visualisiert
wurde. Die Dimensionen der Projektion wurden dabei stets so gewéhlt, dass die
verwendeten Hauptkomponenten den grofiten Teil der Informationen bewah-
ren. Die Betrachtung der Ahnlichkeiten in Bezug zur Magnitude offenbart eine
Konvergenz bei steigender Auflésung: Abbildung zeigt fiinf Paare von
Linien. Diese stellen die Entwicklung der Ahnlichkeit der finf hoch aufgelésten
und dazugehorigen, niedrig aufgelosten Simulationslaufe dar. Der Farbgradi-
ent von violett {iber rot und orange zu gelb ist dem Anstieg der Auflésung
zuzuordnen. In jedem Paar stellt die untere der beiden Linien die niedrig auf-
geloste Version dar. Wichtig ist an dieser Stelle, dass der Verlauf nicht durch
das Verringern der Auflésung beeinflusst wird. Dieser lidsst insbesondere den
Einfluss der sinusoiden Anlaufphase bis ¢ = 0.5s erkennen, auf die ein wei-
testgehend konstanter Verlauf folgt. Interessant ist hierbei der Simulationslauf
der hochsten Auflosung, dargestellt in gelb, welcher einen anderen Verlauf auf-
weist, als ausgehend von den iibrigen erwartet werden wiirde. Dabei sei an-
gemerkt, dass die Simulation aufgrund dem Uberschreiten der maximalen Re-
chenzeit frithzeitig abgebrochen wurde. Der letzte berechnete Zeitschritt wurde
dafiir als konstante Linie weitergefiihrt, um einen besseren Vergleich treffen zu
kénnen. Der Fehler sollte dabei zu vernachlassigen sein, da das Ende der An-
laufphase noch erreicht wurde. Als nichstes wird der Verlauf der Ahnlichkeit
beziiglich der Richtung betrachtet, welcher in Abbildung dargestellt ist.
Hier ist eindeutig der Simulationslauf mit der geringsten Auflésung als Aus-
reiffer zu erkennen, was auf einen zu grofien numerischen Fehler hindeutet.
Dieser Datensatz wurde daher aus dem Ensemble entfernt und anschliefend
die Ahnlichkeit mit Metrik berechnet, zu sehen in Abbildung Da-
mit offenbart sich erneut die Konvergenz der Ahnlichkeiten. Zusitzlich ist eine
Minderung des Unterschiedes zwischen den niedrig aufgeldsten Versionen zu
ihren hoch aufgelésten Aquivalenten bei steigender Auflssung zu verzeichnen.
Damit wird die rdumlichen Auflésung der Ausgabe fiir folgende Simulationen
auf 1283 beschrinkt und die der Simulation selbst auf 491 Voxel.

In einem néchsten Schritt gilt es ein neues Ensemble zu generieren, in dem
andere Parameter variiert werden. Zur Auswahl stehen die Dichte und Visko-
sitdt, die charakteristische Geschwindigkeit und die Smagorinsky-Konstante.
Da es sich um eine simple Geometrie handelt, welche eine laminare Strémung
enthalten soll, werden die Dichte und Viskositédt weiterhin bei ihren Literatur-
werten belassen. Die Smagorinsky-Konstante hat einen wesentlichen Effekt auf
das Verhalten turbulenter Strémung, welche bei der vorliegenden Geometrie
nicht zu erwarten ist. Daher wird diese weiterhin auf den Wert 0.5 gesetzt.
Vielmehr hat bei einer laminaren Stromung in einem Zylinder die Geschwin-
digkeit am Einlass einen sehr groflen Einfluss auf das resultierende Vektorfeld.
Aus diesem Grund wird nun ausschliellich die charakteristische Geschwindig-
keit variiert. Ferner wurden synthetische Daten zum Zwecke der Evaluation
erstellt.
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(a) Visualisierung der Strémungslinien im Vektorfeld des Simulationslaufs mit der
hochsten charakteristischen Geschwindigkeit
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(b) Visualisierung der Differenz der Vektorfelder eines gemessenen und der Simula-
tionslaufs mit der hochsten charakteristischen Geschwindigkeit.

Abbildung 5.4: Visualisierung der lokalen  Unéhnlichkeit anhand  von
Stromungslinien und der Differenz zweier Vektorfelder.

Dabei wurde das Poiseuille-Geschwindigkeitsprofil (vgl. Unterabschnitt [2.2.3))
entlang der segmentierten Geometrie ausgewertet, sodass im Mittelpunkt des
Querschnitts die hochste Magnitude vorliegt und zum Rand hin quadratisch
abnimmt. Zusétzlich wurde ein Datensatz hinzugefiigt, welcher konstant iiber
den gesamten Querschnitt die héchste Magnitude annimmt. Letztlich wurde
aus all den genannten Datensitzen ein Ensemble erstellt. Um einen Uberblick
iiber dieses zu erhalten, wird erneut zu Beginn die Ahnlichkeitsvisualisierung
generiert. Nun und im Folgenden wird dabei stets Metrik verwendet.
In Abbildung sind der konstante (blau) und der Poisseuille-Datensatz
(violett) zu sehen, zwischen denen die Messungen verlaufen. In der unteren
Halfte befinden sich die Kurven der simulierten Datensétze, wobei die linear
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von 100mm s~* bis 300 mm s~! zunehmende, charakteristische Geschwindigkeit

durch den Gradienten von orange nach gelb représentiert wird. Wider Erwarten
nimmt die Ahnlichkeit der Simulationen zu den gemessenen und synthetischen
Daten mit zunehmender Magnitude ab. Die Ursache dafiir findet sich durch das
Betrachten der Stromungslinien in den simulierten Daten, welche exemplarisch
fiir den Datensatz mit der hochsten Geschwindigkeit in Abbildung dar-
gestellt sind. Offenbar treten unerwiinschte Effekte beim Einlass auf, welche zu
einer lokal begrenzten Verwirbelung fithren. Die Verwendung der Differenzvi-
sualisierung, zu sehen in Abbildung(5.4(b)] zeigt diesen Effekt ebenfalls. Zudem
ist dort ein relativ homogener Unterschied der Magnituden zu sehen, welcher
auf die Léngsachse des Zylinders beschriankt ist. Dies zeigt, dass die charakte-
ristische Geschwindigkeit zu gering gewéhlt wurde. In einer weiteren Iteration
kann nun ein weiteres Ensemble von Simulationen mit erhéhter charakteristi-
scher generiert werden. Dies fithrt zu diesem Zeitpunkt jedoch zu keiner neuen
Erkenntnis. Stattdessen kann festgehalten werden, dass an den Einlédssen und
teilweise auch an den Ausldssen unerwartete Effekte auftreten konnen, welche
mithilfe der Anwendung detektiert werden konnten.

5.2 Der Aneurysma-Phantom-Datensatz

Reprisentativ fiir eine komplexe Geometrie wurde die Nachbildung eines An-
eurysmas verwendet, welche im 3D-Druck erstellt und in Fliissiglatex getaucht
wurde, um eine gewisse Elastizitdt von Gefalwanden nachzuempfinden. Die
Bewegung bzw. Expansion der Geféalwande findet allerdings unterhalb der Ge-
nauigkeit der Messtechnik statt, sodass dieser Effekt fiir die Stromungssimula-
tionen vernachlissigt werden kann. Mit diesem Phantom wurden drei Messun-
gen von Philipp Rene Bovenkamp angefertigt. Aus der Analyse des Stabphan-
tom-Datensatzes ist bekannt, wie das Bestimmen der rdumlichen Simulations-
und Ausgabeauflésung erfolgen kann und wird daher als gegeben angenommen.
Die Segmentierung wurde wie bereits in Abschnitt erlautert und in Ab-
bildung dargestellt, durchgefiihrt. Fiir den Aneurysma-Datensatz soll der
Effekt der {ibrigen Simulationsparameter auf den Simulationsverlauf ermittelt
werden. Dafiir wurde ein Ensemble generiert, bei dem die Viskositat, Dichte
und charakteristische Geschwindigkeit modifiziert wurde. Dabei wurde Blut
als Fluid angenommen, um den Effekt von Dichte und Viskositét zu ermitteln.
Dafiir wurde der in der Literatur spezifizierte Wertebereich (vgl. Tabelle
durch drei Werte diskretisiert, wodurch der obere, untere und mittlere Wert
verwendet wurde. Aus vorangehender Analyse konnte die Erkenntnis gewon-
nen werden, dass die charakteristische Geschwindigkeit hoher sein muss als
die maximale Magnitude im gemessenen Datensatz, um im spéteren Verlauf
entsprechende Magnituden zu generieren. Aus diesem Grund wurde die cha-
rakteristische Geschwindigkeit fiir das Ensemble auf zwei, bis dreimal hohere
Werte gesetzt. Die Smagorinsky-Konstante wurde auf 0.1 festgelegt, da tur-
bulente Stromungen im Inneren des Aneurysmas nicht ausgeschlossen werden
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5.2 Der Aneurysma-Phantom-Datensatz

konnen.
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(a) Projektion aller Ensembleteilnehmer (b) Projektion der Gruppe von Simula-
tionen, welche den gemessenen Daten am
dhnlichsten sind

Abbildung 5.5: Ahnlichkeitsdarstellung des Ensembles, welche mit dem
Aneurysma-Datensatz erstellt wurde.
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(a) Stromungslinien im Vektorfeld der ge- (b) Strémungslinien im Vektorfeld der si-
messenen Daten mulierten Daten

Abbildung 5.6: Visualisierung von Strémungslinien im Vektorfeld der gemessenen
Daten und in dem entsprechend &hnlichsten Zeitschritt der Simu-
lation.

Nach der Durchfithrung der Simulationen offenbart die Ahnlichkeitsdarstell-
ung unter Verwendung von Metrik erneut mehrere Gruppen, welche den
Einfluss der Parameter zeigen. Abbildung zeigt die gemessenen Daten
(blau) am unteren Rand. Auf der linken Seite werden drei Gruppen sichtbar,
welche sich iiber die Zeit auffachern. Dabei liegt bei der untersten Gruppe die
hochste charakteristische Geschwindigkeit vor und bei der obersten entspre-
chend die niedrigste. Wird die Gruppe hochster Ahnlichkeit zu den gemessenen
Daten nun separat betrachtet, wird die Aufspaltung deutlicher. Dabei gehoren
dieser Gruppe insgesamt neun Simulationsléufe an, von denen jedoch in Abbil-
dung nur drei zu erkennen sind. Alleine die Anderung der Viskositét ist
dabei verantwortlich fiir die unterschiedliche Entwicklung der Kurven, denn
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5 Ergebnisse

jene drei der unterschiedlichen Dichten je Wert fiir die Viskositédt verlaufen
exakt iibereinander. Es ist nicht anzunehmen, dass das Variieren der Dichte
keinen Effekt hat, jedoch ist dieser offenbar vernachlassigbar im Vergleich zu
anderen Parametern. Fiir den Zeitschritt der Simulationsldufe, welcher den ge-
messenen Daten am dhnlichsten ist, wurden abschliefSend fiir einen Vergleich
Stromungslinien berechnet und visualisiert. Das in den gemessenen Daten ent-
haltene Rauschen ist dabei der wesentliche Grund fiir das Auftreten unter-
brochener Stromungslinien. Im Gegensatz dazu bieten die simulierten Daten
unterbrechungsfreie Stréomungslinien, welche auch im Aneurysma zirkulieren.
Die dort vorherrschende Physik wird damit weitestgehend von der Simulation
und der entsprechenden Parametrisierung modelliert.

5.3 Diskussion

Die vorgestellten Methoden wurden auf zwei Datensétze unterschiedlicher Kom-
plexitdat angewendet. Dabei konnten Beobachtungen gemacht werden, die bei
dem verwendeten Lattice-Boltzmann-Verfahren, bzw. der Implementierung mit-
tels OpenLB, fiir die Parametrisierung und Analyse beachtet werden miissen.
So darf die Region unmittelbar an den Ein- und Auslédssen nicht in den Ver-
gleich von Einsembleteilnehmern involviert werden, da dort unrealistische Wer-
te vorliegen konnen. Ferner muss die charakteristische Geschwindigkeit stets
deutlich hoher gewéhlt werden, als die maximale Magnitude im gemessenen
Datensatz. Eine konkrete Regel diesbeziiglich konnte bislang nicht ausgemacht
werden. Durch den Ensembleansatz konnte der Effekt der einzelnen Parameter
auf den Verlauf der Simulation ermittelt werden. Die Dichte spielt dabei die
geringste Rolle, gefolgt von der Viskositdt. Den grofiten Einfluss hat die cha-
rakteristische Geschwindigkeit. Uber den Effekt der Smagorinsky-Konstante
lasst sich fiir beliebige Simulationsgeometrien keine allgemeine Aussage tref-
fen, da Turbulenzen stark von deren Beschaffenheit abhéngen. Die rdumliche
Simulations- und Ausgabeauflosung sollte ebenfalls fiir jeden Datensatz ermit-
telt werden, um eine physikalisch akkurate Simulation zu gewéhrleisten.
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6 Fazit und Ausblick

Das Ziel dieser Arbeit war das Visualisieren von Ensembles bestehend aus mit-
tels 4D-Phasenkontrast-MR akquirierten sowie durch Stréomungssimulationen
generierten Daten zum Zweck der Datenassimilation. Dafiir wurde eine auf dem
Voreen-Framework basierende Anwendung implementiert, welche die gemes-
senen Daten verarbeiten, Stréomungssimulationen durchfithren und die Ahn-
lichkeit der beiden visualisieren kann. Dies beinhaltet die Segmentierung der
gemessenen Daten durch die Anwendung von Gaufl- und Medianfiltern, ei-
ner Binarisierung, morphologischen Operation und Schwellenwertoperationen
sowie der abschlieBenden Extraktion einer Isofldche. Letztere wird als Simulati-
onsgeometrie verwendet und es lassen sich automatisiert Ein- und Auslésse an-
hand des Gefafigraphen detektieren. Diese konnen fiir die Parametrisierung ei-
ner Lattice-Boltzmann-Simulation verwendet werden, deren Implementierung
auf dem OpenLB-Framework basiert. Die Ausfiihrung dieser kann sowohl lokal
als auch auf einem Rechnencluster wie dem PALMA-II erfolgen. Die Werte ei-
niger weiterer Parameter lassen sich ebenfalls automatisiert anhand des Daten-
satzes festlegen, andere miissen jedoch experimentell ermittelt werden. Dafiir
wurde ein Ensembleansatz gewéhlt, bei dem zunéchst die allgemeine Auswir-
kung der Parameter auf den Verlauf der Simulation und die Ahnlichkeit zu den
gemessenen Daten bestimmt wird. Dadurch lieen sich die Dichte und Visko-
sitét, sowie die zeitliche und rdumliche Auflésung fiir weitere Simulationen fest-
setzen. Die maximale Geschwindigkeit des Poiseuille-Profils an den Einldssen
und der Wert der Smagorinsky-Konstante haben den groiten Einfluss auf den
Verlauf der Simulationen. Dies konnte anhand einer Ahnlichkeitsdarstellung
unter Verwendung von klassischer Multidimensionaler Skalierung und verschie-
denen Metriken zur Generierung von Distanzmatrizen festgestellt werden. Be-
trachtet wurden dafiir die Vektorfelder der Geschwindigkeiten jedes Zeitschrit-
tes, da diese sowohl fiir die gemessenen, als auch fiir die simulierten Daten
vorliegen. Die Ahnlichkeiten von Magnitude und Richtung wurden zunichst
getrennt ermittelt und anschlieffend zu einer neuen Distanzmatrix kombiniert,
wobei jeder Zeitschritt jedes Ensembleteilnehmers mit jedem anderen vergli-
chen wurde. Mit einem quasi-Monte Carlo-Ansatz wurden innerhalb der zu
vergleichenden Doméne randomisierte Datenpunkte ermittelt. Auf deren loka-
le Magnituden wurde die verallgemeinerte Feldédhnlichkeit von Fofonov et al.
angewendet. Die Ahnlichkeit der Richtung zweier Vektorfelder wurde durch
den Durchschnitt aller Winkel zwischen den lokalen Richtungen an den Da-
tenpunkte definiert. Kombinationen der Distanzmatrizen beider Vektorfelder
wurden durch das Wahlen des Maximums der Undhnlichkeiten sowie das Multi-
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6 Fazit und Ausblick

(a) Aufnahme mit der FLASH-Sequenz (b) Aufnahme mittels UTE-Bildgebung.
(aktueller Goldstandard).

Abbildung 6.1: Querschnitt durch das anatomische Bild eines arbitriren Zeit-
schritts der beiden vorliegenden Datensétze zweier Mause. Im Zen-
trum ist jeweils das Herz der Maus zu sehen. Die Daten wurden
durch Verena Hoerr zur Verfiigung gestellt.

plizieren der entsprechenden Ahnlichkeiten jedes Eintrags erzeugt. Damit lisst
sich zudem eine beliebige Anzahl von Merkmalen kombinieren. Die Ergebnisse
der héandisch zu gewichtende Metrik von Jiang et al. waren dagegen auf synthe-
tischen Daten nicht sinnvoll interpretierbar. Das Projizieren der Ahnlichkeiten
erfolgte in bis zu drei Dimensionen, wobei die ersten drei Hauptkomponenten
und, im eindimensionalen Fall, die Zeit als Achsen verwendet wurden. Die Me-
thoden wurden auf einen Stabphantom- und einen Aneurysma-Datensatz der
Arbeitsgruppe Magnetresonanz des Instituts fiir Medizinische Mikrobiologie
der Universitéit Jena angewendet und mithilfe weiterer interaktiver Werkzeuge
in mehreren koordinierten Ansichten ausgewertet. Dazu gehort sowohl die Vo-
lumenvisualisierung einzelner Zeitschritte, mittels DVR-Raycastings und einer
beliebigen Schnittebene, als auch die Darstellung von Stromungslinien. Auch
die Differenz zweier Vektorfelder kann berechnet und ebenfalls in Génze oder
im Schnitt betrachtet werden, um den genauen Ort der Unéhnlichkeiten aus-
machen zu kénnen.

Es wurde gezeigt, dass es kein triviales Unterfangen oder gar unmoglich ist,
eine Simulation zu generieren, die den gemessenen global sehr dhnlich ist. Da
Letztere starkes, durch die Messtechnik bedingtes Rauschen mit sich fiithren, ist
das Ziel mitnichten eine hochaufgeloste Reproduktion der gemessenen Daten
mittels physikalisch akkuraten Simulationen anzufertigen. Stattdessen soll an
dieser Stelle die Erkenntnis festgehalten werden, dass bestimmte lokale Merk-
male, die auf das Einsetzen oder Vorhandensein einer Krankheit hindeuten,
entweder in sowohl gemessenen als auch simulierten Daten vorkommen miissen
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oder aber in keiner der beiden. Dafiir reicht die Verwendung der Geschwindig-
keit in Form von Magnitude und Richtung in den meisten Féllen nicht aus.
Es miissen also weitere Merkmale involviert werden, wie der Druck, die Sche-
rung an der Wand, die Vortizitdt und weitere. Es sollte somit vielmehr eine
physikalisch plausible Simulation durchgefithrt werden, welche einen Teil der
wesentlichen Eigenschaften der gemessenen Daten widerspiegelt, wie Turbu-
lenzen, laminare Stromungen oder Druckgradienten. Dann ist moglicherweise
anzunehmen, dass auch andere Bereiche der Simulation der zugrunde liegen-
den Physik entspricht. Beispielsweise ist die Stréomung unmittelbar entlang
der GeféaBwand bei gemessenen Daten oftmals technisch bedingt nicht akkurat
messbar. Teilweise haben abzweigende Gefdafle einen derart geringen Durch-
messer, das keine Messtechnik mehr sinnvolle Daten liefern kann. Diese Da-
tenarmut und das allgemeine Problem der geringen rdumlichen und zeitlichen
Auflésung der gemessenen Daten kann durch Simulationen kompensiert wer-
den, sofern an anderer Stelle eine ausreichende Ubereinstimmung ermittelt
werden konnte. Damit stellt diese Arbeit eine Grundlage fiir fortgeschrittene
Datenassimilation dar, die Simulationen konnen beispielsweise durch eine Kop-
pelung an die gemessenen Daten gesteuert werden. Dafiir bedarf es zudem der
Betrachtung von Zeitreihen gemessener Daten, welche in dieser Arbeit nicht er-
folgte. Es liegen bereits Datensétzen vor, welche den Herzzyklus zweier Mause
mit grofen Teilen der Brustregion mit bis zu 50 Zeitschritten aufzeichnen, zu
sehen in Abbildung [6.1] Dabei wird stets an neuen Sequenzen fiir eine Ver-
besserung der Messergebnisse geforscht. Aktuell etabliert sind unter anderem
die sogenannte FLASHEI—Sequenz, sowie die UT E-Bildgebungﬂ Die vorgestell-
ten Methoden konnen somit kiinftig auch verwendet werden, um verschiedene
Sequenzen, bzw. Bildgebungsverfahren miteinander zu vergleichen. Problema-
tisch ist bei den genannten Daten jedoch das starke Pulsieren der Aorta und
die Atembewegungen der Maus. Dies fiihrt zu einer Anderung der Simulations-
geometrie {iber die Zeit. Bislang wurde in der Literatur primér die menschliche
Aorta untersucht, deren Bewegung in Relation zur rdumlichen Auflésung ver-
nachléssigt wird. Die Segmentierung dieser komplexeren Daten kann zudem
beispielsweise mit dem halb automatischen Random-Walker-Verfahren erfol-
gen, bei dem manuell einige Labels fiir das Gefalinnere und -&duflere festgelegt
werden miissen. Die Transition von einer Geometrie zu der des néchsten Zeit-
schrittes ist jedoch in der Simulation zu beriicksichtigen, was einen ganz eige-
nen Themenbereich definiert. Ferner kann die implementierte Anwendung um
weitere Werkzeuge erweitert werden, wie beispielsweise um Pfadlinien, welche
sich als Merkmal zum Vergleich von Zeitreihen heranziehen lassen.

'FLASH: Fast low angle shot
2UTE: Ultrashort echo time
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